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~ radar image formation were designed and experimentally

demonstrated. The radar imaging processor is capable of forming

Images in real time with relatively low size and power

requirements. Several processors were also developed for

pattern recognition applications and an acoustooptic system

capable of producing two dimensional correlations of images at

standard video rates was expereimentally demonstrated. The same

signal processing method was applied to two dimensional spectrum

analysis and the processing of signals from broadband adaptive

(phased arrays. In both instances acoustooptic architectures were

developed and initial experimental demonstrations were

performed.
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ACOSTOOPTIC PROCESSING OF 2-D SIGIAL3

USIG TEMPORAL AND SPATIAL IITEGRATION

SUMMARY

The report describes the results of a four year research %

effort to develop acoustooptic information processing systems

capable of processing two dimensional signals. The general

methodology that was developed for accomplishing this, is the

use of a combination of temporal and spatial integrations in the .

optical system. Acoustooptic processors for synthetic aperture

radar image formation were designed and experimentally

demonstrated. The radar imaging processor is capable of forming

images in real time with relatively low size and power

requirements. Several processors were also developed for

$ pattern recognition applications and an acoustooptic system

capable of producing two dimensional correlations of images at

standard video rates was expereimentally demonstrated. The same *

signal processing method was applied to two dimensional spectrum

analysis and the processing of signals from broadband adaptive

phased arrays. In both instances acoustooptic architectures were

developed and initial experimental demonstrations were
R

performed.
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Time-and-apaoe integrating processing %

A primary motivation for this work has been the

availability of well developed acoustooptic devices and the

desire to use these devices in performing two dimensional

processing. Traditionally, optical image processing was done ____

exclusively with two dimensional spatial light modulators and the

lack of well developed devices of this type has long been

considered a major impediment for progress in optical image

processing. If we could find effective ways for processing images

using well developed acoustooptic devices, then this can open the

way for rapid progress to take place.

Acoustooptic devices are one dimensional spatial light

modulators and in order to use them in an image processor it is

necessary to find ways for representing and processing 2-D

signals with one dimensional devices. The method we developed ' ..

involves a combination of temporal and spatial representation of

the signals. Accordingly, the processing of the data is

accomplished by a combination of temporal and spatial .'

integrations in the optical system, hence we refer to this method '

as time-and-space integrating processing. In all these

processors, both transverse spatial dimensions of the optical ,-

system are used. There is great deal of flexibility in designing ;( %

such architectures, resulting from the choices that exist on
71

how to combine spatial and temporal integrations and how to

arrange one dimensional devices in the three dimensional optical..

-. *
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system. We have explored these architectural possibilities in

depth. The results of this investigation have been summarized in

a review article listed as Publication #1 in this

reportartsm.-

The primary result from our investigation on two dimensional

Ibacoustooptic architectures is that it is possible to implement a ."

wider class of 2-D signal processing operations using one

dimensional, acoustooptic devices rather than two dimensional

spatial light modulators. Moreover, it is often possible to

electronically control the operation being performed in a very

natural way, in the acoustooptic image processing architectures

making a degree of programmability possible. On the negative

side, since processing is partially done by temporal .4

integration, the output signal forms on top of a bias, a

characteristic of all time integrating processors. A consequence

of this bias built-up is reduced dynamic range. We have

investigated several methods for reducing the bias in the

architectures we have considered and we have concluded that in

almost all cases, if the system is properly designed, the dynamic

range that is obtainable is sufficient for practical

applications.

Four separate image processing application areas were

selected for which specific architectures were developed and

experimentally demonstrated: synthetic aperture radar, image

correlation, two dimensional spectrum analysis, and adaptive,

broadband phased arrays. The results from our investigation in

. .*. . *.o.. . *...*-... - -. * • -2 Y~ ~L-'*~-- - ~ .~ ~ ,%J .
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each of these areas have been previously published. In what -'

follows we will highlight our results in each area and identify

the relevant references where more detailed descriptions can be

found. *,% I

Synthetic Aperture Radar

Synthetic Aperture Radar is the oldest and still the most

successful application of optical signal processing techniques.

Also it is a two dimensional signal processing problem and hence I"

it was the most obvious problem to which our acoustooptic r.

processing method could be applied. The advantage of using

acoustooptics versus photographic film, is real time operation

a relatively compact and power efficient system. The details of '..V.

the operation of the acoustooptic SAP processor, several modified

architectures, and the experimental demonstration, have been

" documented in publications #5, #6, and #7. Here we present a

"* sample of the experimental results. The system block diagram is

shown in Figure la. The processor accepts the radar signal and

produces at its output the focused radar image as a video signal

which can be readily displayed on a monitor. A photograph of the

experimental set-up is shown in Fig.lb. The focused image of a .-. *.

simulated point target produced in real time by the acoustooptic

system is shown in Figure lc.

Several modifications to the basic SAR architecture were .

implemented allowing the imaging operation to be controled

electronically in order to accommodate dynamic changes in the

:,4V.~--:.:...
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radar geometry. Most significantly, in publications #6 and #7 we

report on an architecture in which the two dimensional mask that .F

is used in the system of Fig. 1 is replaced by a second -•

acoustooptic device.

Acoustooptic Image Correlators

Optical image correlation for pattern recognition

applications was proposed by VanderLugt over 20 years ago. This

technique has the potential for the most wide applicability of

optical signal processing methods. There are two basic ".

limitations that have so far prevented optical correlators from
• a- -.

being used in practice: lack of two dimensional devices and the

-, limitations of correlation based pattern recognition algorithms.

The use of acoustooptic devices in place of two dimensional -

spatial light modulators obviously addresses the first problem.

An acoustooptic image correlator was capable of processing images

at 30 frames per second (or faster) was demonstrated. This system

is described in detail in publication #2 and initial experimental

results are presented in publication #3. In Figure 2 we present

more recent experimental results from this processor. Shown in

figure 2 are the auto and cross correlations between two selected

images produced at video rates by the acoustooptic correlator.

The excellent quality of the results we obtained with the

acoustooptic image correlator, have led us to the conclusion

that the implementation limitation of optical correlators cannot

'
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be considered as a major problem preventing optical correlators

from being used in practical pattern recognition applications. It

is the limitations of the simple correlation algorithm that need

to be overcome now. To t'.-:is end we have investigated

architectures where the reference Image in the correlator can be

digitally programmed. This capability opens new algorithmic

possibilities that show promise for overcoming the limitations of ,,

the correlation algorithm. The architecture described in

publication #4 is an acoustooptic image correlator in which the -.*

reference image is stored in an electronic memory and thus it can

be directly updated by an electronic digital computer.

K Two dimensional spectrum analysis has two basic '

applications. The first is the formation of the spectrum of

r. inherently two dimensional signals (images). It is known however

that the 2-D transform of a raster recorded 1-D signal, is.-.

a equivalent to the raster recording of the 1-D

transform of the same signal. Hence, a 2-D spectrum analyzer can

be used for producing very fine resolution spectra of one

dimensional signals over a broad bandwidth. 2-D acoustooptic

spectrum analyzers are actually better suited fot this latter

application because they can accept the one dimensional signal

directly and the wraster recordingu step occurs automatically

during the computation of the spectrum. Several architectures

were developed and compared. These are described in publication

#8 along with initial experimental results.

. . . . .-..- ,
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Our investigation in this area is not complete but there are

some general observations that we can make at this stage. The

first is that the electronic circuits that are necessary for

generating the signals that are required for the operation of the

the dynamic range reduction due to the bias built-up can be a

particularly serious problem for spectrum analysis. Thus our ..

efforts are now concentrated towards solving these two problems.

l* w; U,

Adaptive Phased Arrays

Processing signals from broadband, antenna arrays is a two

dimensional signal processing problem; we have the time history

of an array of signals, one from each antenna element. For the

narrowbind case, beamforming (i.e, spatial processing) and A

temporal filtering can be done independently as two cascaded

operations. In the broadband case however temporal and spatial .

processing are inherently coupled and the problem must be treated L

as two dimensional. There are several distinctions between this

two dimensional signal processing problem and the problems

discussed earlier. These distributions translate to marked

differences in the optical architectures that are needed for

solving these problems. The input signal in this case an array of

temporal signals which has led us to consider multiple transducer

aooustooptic devices as input spatial light modulators. Another

major difference is that for adaptive processing, the operation

required is a cascade of two 2-D filters; the output of one

filter becomes an input to the second. Finally there is feedback

44 .' h.4
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which raises the issue of stability. These considerations have

led to very interesting new architectural designs. These are

described in publications #11 and #12. Also presented in these

publications are initial experimental results from these

architectures.

As described in the publications mentioned above, there are

two basic architectural choices. Either a fully space integrating

system, i.e. both required filters are performed using a space

integrating architecture or a hybrid time/space integrating

architecture. The advantage of the fully space integrating system

is that the active devices required for its implementation,

acoustooptic devices and detectors, are well developed and

readily available. In addition, the space integrating

architectures have last adaptation time. The disadvantage of the

space integrating architectures is susceptibility to

oscillations. The problem with building a time/space integrating

adaptive processor onthe other hand, is that the output of the U"

time integrating system needs to become the input to the space

integrating processor (see publication #12 ). Normally, the %

output in a time integrating processor forms on a detector array.

The requirement for electronically reading out the array before

* . driving the next stage, would render this approach impractical.

We have investigated the use of photorefractive crystals as a

time integrating medium. The result of the temporal integration

in this case is stored in the crystal and it can be otal y

addressed. Consequently, the time and space integrating systems

.... .:4 *
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can be directly cascaded. This technique is discussed in .'4

publication #20. This method has yielded what we feel are

excellent results, and it is applicable not only to this .-"

adaptive filtering problem, but it creates the possibility for a

new class of acoustooptic architectures. ____
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Two-Dimensional Optical Processing
Using One-Dimensional Input Devices

..%.' .,.,.

DEMETRI PSALTIS, MEMBER, IEEE

Invited Paper

I, .

Two-dimensional optical processing architectures that are imple- 1-D input devices but are configured in three spatial dimen-
mented with one-dimensional input spatial light modulators are sions. The classical 2-D processors, which are implemented .-6

reviewed. The advanced state of the art of available one-dimen- with 2-D spatial light modulators (SLMs) [61, [71, process
sional devices and the flexibility that exists in the design of two-di-**
mensional architectures with one-dimensional transducers leads to data in a relatively straightforward manner, typically using .-.

the implementation of the most powerful and versatile optical spherical lenses to perform Fourier transformations or 2-D
processors. Signal and image processing architectures of this type shift-invariant operations. The implementation of 2-D
are discussed processors with 1-D devices is usually less straightforward,

but greater flexibility exists in designing such systems. Con-
1. INTRODUCTION sequently, many new architectures have emerged in a rela- --.

Optical information processing systems can be config- ively short time, in which broad-band, high-quality 1-D
ured in two or three spatial dimensions, one of the dimen- devices have been incorporated in the 2-0 optical system
sions being the optical axis of the system along the general to produce the most powerful and versatile optical corn-direction in which light propagates. As light propagates puters to date. We will examine in this paper the methods

etioh inhihe lte igt prmoaate. As light propates that have been proposed for implementing such processors.
through the system it is modulated by input data and

ansformed to produce, at the output plane, a light distri- Before we proceed with descriptions of specific architec-

bution modulated by the processed data (the result of the tures we will discuss in this introductory section general%
computation). Light modulators and optical processing ele- characteristics of processors of this type. %
ments are typically placed in planes perpendicular to the The most direct motivation for using 1-D devices is theirS optical axis. An optical processor is rehr' I to as one- or advanced state of the art. In recent years, numerous optical

two-dimensional (1-0 or 2-0) depending ,.i whether one devices have been developed, usually for applications other
r twoime tnsal (1-D oorD)deedins wheptcl stem than optical information processing. Nevertheless, many of

or two of the transverse coordinates of the optical system these devices have been effectively used as input or output
% are used. The majority of the early optical information tasuesi - pia rcsos Os eiodc

processing systems were 2-D processors [11-[31. The 2-D transducers in 1-D optical processors. AOs, semiconduc-
space provides large parallel processing capability that gives tor light sources (laser diodes and LEDs) [81, and semicon-
optical processors the potential for extremely high process- ductor detectors (photodiodes and CCDs [91, 110D are the N .
ing power. In addition, the inherent 2-D processing capabil- components that have been most widely used in this
ity makes optics a signal processing technology that is manner. The relatively small size of these devices combined .
uniquely suited for image processing applications, which with advanced computer-aided lens design techniques has -
typically require extensive computations. Indeed, the first led to the development of miniaturized optical systems [11].
successful application of optical information processing sys- In addition, the relatively low power consumption and cost
tems was in the area of image processing, particularly in of the devices has made it possible to implement optical ' .*
synthetic aperture radar [21 and pattern recognition [3]. 1-0 processors that are advantageous not only in terms of speed
processors were developed subsequently, primarily due to but also in terms of power requirement, size, and cost.
the emergence of acoustooptic devices (AODs) as broad- These practical considerations provide strong impetus for
band, high-quality electronic-to-optical transducers [4]. The using these same devices to implement 2-0 processors with
acoustooptic spectrum analyzer is the most widely used similar properties.
processor of this type, consisting simply of an AOD, a 1-D The ability to configure the processor in three dimen-
Fourier transforming lens, and a linear detector array [5. In sions is a property unique to optics among signal process- _,_

recent years, a new generation of 2-0 optical architectures ing technologies. It is crucial to utilize the third dimension
has emerged. These architectures are implemented with effectively because, in general, it is this property that gives

optics a clear advantage over alternate technologies. There- -...
fore, an important question is whether 2-' optical
processors that are configured with 1-D devices can have "

Manuscript received January 5, 1984 Research on optical archi- sufficient processing power, because the full potential of
lectures at Caltech is supported by the Air Force Office of Scientific
Research, the Army Research Office, NASA. and General Dynamics. the three-dimensional optical system can only be realized

The author is with the Department of Electrical Engineering, with the classical implementation of a 2-D processor utiliz-
California Institute of Technology, Pasadena, CA 91125, USA. ing 2-D SLMs. If such a processor is configured to perform
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2-D correlations, then each of 106 samples that are stored bility in such systems. Usually, the operation performed is
on a 2-D SLM at the input plane, is multiplied by 106 controlled by electrical signals externally applied and it is a
samples stored on a second 2-D SLM placed in the spatial relatively easy task to reprogram the processor by changing ,"'-

frequency plane. This massive parallelism and interconnec- these signals with an electronic processor that is interfaced %

tion capability results in a processing rate equivalent to 10"4 to the optical system. %

analog multiplications per second, assuming that the input In summary, practical as well as powerful 2-D optical
SLM is updated at 100 frames per second. When the input processors can be implemented using 1-D input devices,
device is 1-D, some of this parallelism is lost since only primarily because of the advanced state of the art of the
101-104 samples can now be represented in the input available components. Furthermore, such systems are par- % 1%
plane, at one time. The loss in parallelism, however, is ticularly versatile due to the latitude that exists in designing ,

compensated for by the very high bandwidth of the avail- the spatial configuration as well as the timing of these
able 1-D devices. For instance, consider a processor that is architectures. In the remainder of the paper we explore
implemented with a linear array of 100 laser diodes as the these issues further by discussing several processors of this
input device. Each laser diode can be separately modulated type. The architectures that will be described are imple-
with a bandwidth equal to 1 GHz, and therefore the input mented with astigmatic optical systems, typically consisting
data can be updated every 1 ns. The processing power in of a combination of spherical and cylindrical lenses in
this case can exceed 10' analog multiplications per second, conjunction with the active devices used in each case. Even , . .if the light from each taser diode is multiplied by at least within this relatively narrow framework, it is not possible to

103 samples in the optical system. It is actually possible to cover all the systems that have been proposed. Instead, "_ ,_

multiply each laser diode with up to 10' samples and thus, several representative architectures were selected, partiallv -- "
given the properties of the devices that are available, larger because of their significance but also because they were =
processing power can be obtained with a 2-D optical judged to be suitable for conveying crucial concepts.
processor if it is implemented with 1-D devices. Notice that The processors that will be discussed are all implemented
in the above example, the 10 interconnections are only a with AODs and arrays of laser diodes (LDs) or LEDs as input"- "*
small fraction of the interconnection capacity of the 2-D devices. There are other 1-D devices that can be used
optical system, yet they are sufficient to yield very high instead, such as the array of electrooptic modulators that
processing power due to the use of the broad-band input was recently fabricated at Xerox [591 or the CCD spatial light
devices modulator that is being developed at Lincoln Laboratory

A consequence of the reduced utilization of the inter- [60]. AODs, LEDs, and LDs are used throughout the paper
connection capacity of the optical system is increased flexi- because these levices have been primarily used in practice
bility. The 2-D Fourier transforming lens is the primary and also because they are representative of the two basic
mechanism that is used to make all the possible inter- types of 1-D input devices. In a LED or LD array, each
connections in a 2-D optical processor. However, only a element of the array can be individually modulated, and
relatively small number of linear operations can be per- thus an entire line of data can be entered into the optical
formed with a processor based on the 2-D Fourier trans- processor, in parallel, in a time approximately equal to the
form. It is in fact possible to compute a wider class of linear inverse of the bandwidth of the individual devices (1 ns for
operations through combinations of imaging and 1-D trans- LDs). On the other hand, data are entered serially into the , .

forming (or integrating) lenses. Furthermore, greater flexi- optical system when an AOD is used. If the voltage applied
bility exists in the design of such processors, permitting the to an AOD is temporally modulated by f(t). then the light
optimization of the optical architecture so that a particular diffracted by the device is modulated by f(t - x/v), where
operation is performed in a manner that is matched to the x is the spatial coordinate along the direction of propaga-
requirements of each application. tion of the acoustic wave and v is the acoustic velocity. At

A second important consequence of the use of broad- any time, t, the diffracted light is spatially modulated pro- %

band transducers has been the development of "dynamic" portionally to a portion of the electrical signal applied to S.

2-D optical processors. Time plays a passive role in a classi- the device; equivalently, at any position, x, the light is
cal 2-D processor data are placed at the input plane, they temporally modulated by the input signal This dual modu-
are processed by spatial integration in the optical system, lation is important for the synthesis of dynamic optical
and then a time interval elapses during which the last result processors because AODs can be used not only as input
is read out and a new block of data is entered in the optical devices but also as delay lines in the optical processor
processor. The incorporation of devices such as AODs and The modulation introduced by the AOD is actually more %
CCDs. which have the capability of transfering data not complicated [4]; the diffracted light is Doppler shifted to .,,Qo
only into, but also through the optical system, results in the center frequency of the AOD. the finite aperture of the
dynamic optical processors in which different calculations device places a limit on the spatial extent over which
are continuously being performed. Time integration is an the modulation takes place, and the approximation that the mD
example of dynamic optical processing [12], [13]. As data modulation is proportional to the applied electrical signal is
flow through a time integrating system, computations are valid only if the diffraction efficiency of the device does not
continuously performed and the partial results are stored exceed a few percent [18. Furthermore, the modulation
(accumulated) on the optical detector by buildup of photo- properties of AODs depend strongly on the angle of nci- " -

generated charge. Recently, a more deliberate utilization of dence of the illuminating light, an aspect that become-
the time domain has been achieved through systolic 1-D particularly important in the design of astigmatir systems %

and 2-D optical processing (14]-[171. Systolic optical since in these architectures AODs are often illuminated
processing is addressed in a separate paper in this issue. A with uncollimated light [19] All these fa~to_ mut be taken
byproduct of dynamic processing is increased programma- into consideration in the design of a practi(al ssterm Hovs-
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ever, since our purpose in this paper is to desc-'- the vertical direction onto the AOD. The amplitude of the
functional operation of 2-0 processor architectures, the diffracted light is modulated by f(I - x/v), where x is
simple form of the modulating function, f(t - x/v), will be the horizontal spatial dimension and v is the acoustic
used except in cases where the additional factors play a velocity. The undiffracted light transmitted through the
vital part in the architecture. In architectures that are imple- AOD is blocked in the focal plane of the spherical lens L3 ,
mented with incoherent light or where operations are per- whereas the diffracted light is collimated in the vertical
formed on detected signals (time integrating processors), dimension by L3. In the horizontal dimension. L3 and the -
bipolar signals are typically placed on a bias so that they cylindrical lens L4 produce an image of the diffracted light
can be represented by light intensity, which is a positive at plane P2. The light illuminating plane P is therefore
quantity. For clarity, the details of biasing in such systems modulated by f(t + x/v) and is uniform in the vertical (y) VVIII
will be suppressed. dimension. A 2-D transparency with amplitude trans- %

The rest of the paper is divided in three sections. The mittance h(x, y) is placed at P2. The amplitude of the %
following section examines multichannel systems. 2-D opti- light transmitted through P2 is modulated by the product
cal processors for processing 1-D signals are discussed in f(t - x/v)h(x, y). The combination of the cylindrical lens
Section Ill, and the final section is devoted to optical L and the spherical lens L6 image plane P onto plane P3 in
processors capable of processing 2-D signals (images). the vertical dimension. In the horizontal dimension, L,

produces the Fourier transform of the light exiting plane P2. % J.

II. MULTICHANNEL PROCESSORS The amplitude of the light at the output plane P3 is mod-
ulated by

The basic linear operations (Fourier transform, convolu-tion, and correlation) can be implemented with 1-D optical ( , f f( t + xv)h(x, y)exp (jw,x) dx

processors in a variety of ways [5], 1201. The majority of
these architectures are (or at least can be) implemented where w. - 2wx'/XF6 is the radial spatial frequency, A is
using AODs as electronic-to-optical transducers. Such sys- the wavelength of light, F6 is the focal length of L., and x'
tems are successfully used in practice even though they are is the horizontal coordinate at plane P3. If a slit is placed at %
in direct competition with other analog and digital 1-D P3, oriented vertically and centered on the optical axis, then -
signal processing technologies, primarily because of the light is transmitted through the slit only around w, - 0. The
high bandwidth of AODs, which can exceed 1 GHz. The width of the slit is chosen to be less than XF,/A (A being
result is a processing rate that cannot be easily achieved the aperture of the mask at plane P2) and a detector array is
with alternate technologies. The processing power of a 1-D placed immediately after the slit. The photocurrent that
optical processor can be increased further by a factor of 102 is generated at a detector element located at position y, is
to 10' by simply performing the same basic 1-D operation proportional to
in all the available channels along the second dimension of 2

the optical system. Such multichannel processors were pro- g(t, y) If t + x/v)h(x, y) dx (2)posed early, for instance by Cutrona in his classic paper in The temporal modulation of the output signal from each

1964 11. These systems are useful in applications where one1964[1] Thee sstes ar usfulin apliatins wereone detector is the magnitude squared of the correlation of the ? "-
wishes to process a signal in many different ways, or alter- detet s t anitue sqar th corelon the

input signal f(t) and the signal that is recorded on the masknatively when the same processing operation is to be per-
formed on a number of different signals simultaneously. as a function of position x at the position along the y dee-oree.-t"

Thedimension where the corresponding detector element isi.g1iaea.oa-.The yste shon i Fig 1 i an xamle o a mltican- placed. The number of parallel correlations that this system "-.''
nel 1-D space integrating correlator. The input signal f(t) is -.applied to the AOD in fig. 1. The AOD is illuminated ba can compute is limited by the size of the parallel readoutby detector array that can be fabricated-in practice approxi-
coherent light source. The spherical lens L, is a collimating mately 100.
lens and the cylindrical lens 12 focuses the light in the The multichannel, time integrating spectrum analyzer [21)

shown in Fig. 2 is an example of a multichannel system that
2-0 - WTrTEC1OP -
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Fig. 1. Multichannel space integrating correlator. Fig. 2. Multichannel lime integrating spectrum analyzer.\-~.-
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can accept many signals in parallel and perform the same and imaginary components of Sn(w). This Fourier transform-

operation on each. A linear array of LEDs is placed in the ing algorithm, known as the "chirp-z" in the digital signal
input plane P of Fig. 2. The pair of cylindrical lenses L, and processing literature [22], has proven very useful in optics
L collimate the light from each LED so that they all since it allows the calculation of !he transform of long
illuminate the AOD placed in plane P2. The focal length of signals with fine resolution, using temporal integration on
lens L, is chosen to be much shorter than the focal length the detector. The integration time is limited by the dark
of L2 so that the beams illuminating the AOD are narrow in current of the detector to several milliseconds or longer if
the vertical direction and wide horizontally matching the the 'etector is cooled. In general, the system of Fig. 2 can
shape of the aperture of the AOD. The intensity of the nth be used for the calculation of the spectra of many relatively "-
LED is modulated by narrow-band signals with fine resolution. The number of

parallel channels in this case is limited by the number of '-'. *

, -LEDs (or laser diodes) that is feasible to asemble and drive .'_ .P* f
where s,(t) denotes the nth input signal, wo is a fixed in parallel. LD arrays have been fabricated monolithically .,.,. ,
frequency the significance of which will be discussed with 18 elements at 15-#m centers [23] and it is feasible to
shortly, b is a constant that has units s-2, and I0 is a bias fabricate larger arrays either monolithically or by stacking
that is added to each signal to allow negative values to be individual modules. '
represented by light intensity. The modulating signal ap-
plied to the AOD is h(t) - cos(&ot + bt 2). When a bias is Ill. 2-D PROCESSING Of 1-D SIGNALS

added to this signal before it is applied to the AOD, the
intensity of the diffracted light is modulated proportionally In this section we consider optical processors designed to

to h(t - x/v). Therefore, the intensity of the light dif- process 1-D signals in both transverse spatial dimensions.

fracted by the AOD in Fig. 2 is modulated by the product of Generally, more complex 1-D signal processing operations
the incident intensity and h(t - x/v). The cylindrical lens can be performed by using the two dimensions directly,
13 and the spherical lens L4 form an image of this diffracted resulting in optical processors that are not only computa-

light in the horizontal (x) direction at the output plane P. tionally more powerful than 1-D prcessors (as are multi-
The lens L4 focuses the light vertically onto the output channel systems), but also more versatile and capable of
plane or, equivalently, the combination of lenses L, and L4  performing a wider class of signal processing operations. In

produce an image of the LED array in the vertical direction some cases the distinction between multichannel and 2-D

at the output plane. Consequently, light that originates at processors is subtle. For instance, the multichannel system
the nth LED is detected on the nth row of a 2-D detector of Fig. 1 can also be thought of as processing its input signal
array at plane P3. The photogenerated charge on a detector in both spatial dimensions to perform a single linear opera-

element located at position x at the nth row of the array is tion. We will see, however, through the examples in this

proportional to the time integrated intensity of the incident section that more direct utilization of the 2-D space is

light: possible.
The first architecture considered is the vector-matrix

Io(x,n) -/lI(tx)h(t - x/v) dr + bias terms multiplier shown in Fig. 3. This system demonstrates the ...

f %.

-ftcs6o ) -LD2-D DETECTOR *.
ARRAY ARRAY

(w+.~ - /2 (t +, ,bias k"

e-. "/-)",.i.r)

-COS ( X/v + 2bxt/v + bx2 /v 2 ) dt + bias TOP VIEW

- (1/2)jS(2bx/v)l <H :- 1"1"7."
• cos [wox/v + (2bx/v) + bx2/v2] + bias.

L. L 3  L4

(4) PO P, p2

In the above equation sIDE w

()" IS,()exp[,,()] -s,(t)e-''dt
L, L2 L) L, .""

is the Fourier transform of the real signal s,,(t). Each L0 , L2

transform is recorded as a function of position x at a Fig. 3. Vector-matrix multiplier. implemented with an arra,
different row of the detector array and therefore the spectra of LEDs .
of all input signals can be independently accessed. The
magnitude of each transform modulates the amplitude of ,
the spatial carrier in (4) whereas the phase of the transform impact that device developments have had on architectural % %
appears as phase modulation on the same carrier. Both design. The architecture in Fig 3 was originally proposed in -
quantities can be obtained directly when the detector is 1%4 [1], but the full potential of this system was appreci-
read out, by electronically filtering the detector signal to ated more than 10 years later [241-[271, by which time ,"'""

remove the bias terms in (4) and mixing the filtered signal broad-band source and detector arrays had become feasi- .
with cos( x + bx2 /v 2 ) in quadrature to obtain the real ble. We examine here the implementation proposed by
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Goodman et al. [241. An array of LEDs is positioned verti- Monahan et al [28. In this case a single LED is used that is
cally at the input plane PO in Fig. 3. The intensity of the collimated by a spherical lens to uniformly illuminate a 2-D
light emitted by the nth LED is denoted by A(n). The transparency with intensity transmittance 8(n, m), where n
spherical lens L, collimates the light from each LED in the and m are integers denoting the position of each pixel of. -

horizontal direction and the combination of L, and the the mask in the two spatial dimensions. The intensity of the
cylindrical lens L2 produce an image of the LED array at LED is successively modulated by the elements of the
plane P2 in the vertical direction. Consequently, the 2-D vector A(i), where i is an integer. The intensity of the light
mask placed at P2 is illuminated uniformly in the horizontal transmitted through the mask is modulated by the product
direction and each row of the mask is illuminated by a A(i)8(n,m). The light is detected by a 2-D CCD array- .1
different LED. The intensity transmittance of the mask is placed immediately after the mask. There is a one-to-one
denoted by 8(n, m), which signifies that a pixel of the mask correspondence between the pixels of the mask and the
with area (Ox - Dy), located at coordinates x - m O Ox and detector elements of the CCD and therefore the charge that
y - n D Dy, has average transmittance B(n, m). The mask is is photogenerated at the (n, m) detector element when the
imaged in both dimensions onto the output plane P2. In the ith element of the input vector is applied to the LED is
horizontal dimension, the spherical lens L3 and the cylindri- C(n, m, i) - A(i)B(n, m). The charge pattern stored in thecal lens L, produce a relatively large image of the mask so CCD is transferred vertically by one pixel before the next

that each column of the mask is imaged onto a separate element of the vector is applied to the LED. The charge that

element of a linear detector array placed at P2. In the is photogenerated during the time the LED is modulated by
vertical dimension, L3 and L5 produce a demagnified image the ith element of the input vector is transferred on the
of the mask that is smaller in the vertical direction than the CCD by N - i pixels, in the vertical direction, after all N .'-

height of each detector element. Therefore, the photo- elements of the input vector havc been entered in the S
generated signal at the mih detector element is propor- processor. The total charge that is accumulated on the CCD
tional to the total intensity transmitted through the mth after the N elements of the vector are applied to the LED, is

column of the mask-.
N C(n, m) 6 :(n - N + i, m) A(i), (6)

C(m) -TB(n, m) A(n) (5)nN

The CCD has n rows in the vertical direction and the top
where N is the number of LEDs. The operation performed (Nth) row is a CCD register that transfers its contents
in this case is the multiplication of the vector A, applied to horizontally to the output port of the device. The charge
the LED array, and the matrix 6, stored on the mask. accumulated at the top row is therefore the output signal of
Equivalently, it is a 1-D linear operation with a space-variant this processor and it is found by substituting n , N in (6) .""
kernel. The use of the second dimension of the optical
system provides in this architecture the capability to per- N .

form a wider class of operations, since it is only possible to C(N, m) - 8(i, m)A(i). (7) -
implement shift-invariant operations and the Fourier trans-
form with 1-D systems. It is interesting to calculate the Thus this system also produces at its output the product of
processing power of this relatively simple optical processor. the vector that modulates sequentially the intensity of the
The size of the vector and the matrix that can be processed LED and the matrix stored in the mask. This example dem- -"-

is limited by the number of elements in the LED and onstrates how the same basic operation can be performed
detector arrays. For arrays with 100 elements, 104 analog in different ways in a 2-D processor, each having distinct
multiplications are performed by the optical system each operational characteristics. The single LED and the 2-D
time a new vector is entered and the product read out by detector array used in this architecture allow serial loading
the detector. If the LEDs and the detectors have a 10-ns of data in the optical system, a convenient property in many
response time, the resulting processing rate is 102 analog applications. The parallel addressing of the system in Fig. 3,
multiplications per second. The fact that this large process- on the other hand, is useful in applications where the data
ing power can be obtained with such a simple optical naturally appear in parallel format, such as in processing
system, with which computations can be performed with signals from antenna arrays. Furthermore, the parallel in-
relatively high accuracy, has raised the possibility of per- put/output format of the system in Fig. 3 permits the
forming numerical operations optically. implementation of iterative algorithms by feeding back the

Vector-matrix products can also be formed with the output signal from each detector element to the corre-
architecture shown in Fig. 4 that has been proposed by sponding LED at the input plane of the processor [29.

Both architectures discussed thus far in this section re- %A.

sUc. oquire a 2-D transparency in addition to the input devices
that are used to enter broad-band signals into the optical
processor. This 2-D transparency is typically photographic
film on which the matrix is permanently stored. Conse-
quently, the matrix cannot be dynamically changed.'A 2-0

/ / I-cco transparency is not, however, the only method that pro-
vides access to the 2-D space of the optical system 2-D

elm,m optical processors with dynamic spatial impulse response
can be implemented using two 1-D modulators oriented
perpendicular to one another The first architecture of this

A(.,--, type was reported by Said and Cooper [30]. The processor

Fig. 4. Vector-matrtx multiplier, implemented with a single shown schematically in Fig. 5 is a modified version of the
tED and a 2-D CCD detector system that was originally proposed, in that two separate
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Fig. 5. Space integrating ambiguity function processor.

AODs are used here in place of a single device with two ambiguity surfaces can be incoherently accumulated in
acoustic waves propagating in orthogonal directions. The time on a 2-D detector at the output plane to enhance the, ,
monochromatic plane wave illuminating this system is signal-to-noise ratio. This architecture exemplifies the dis-
focused in the vertical dimension by the cylindrical lens L, tinction between multichannel and 2-D processors. The
onto an AOD placed in the horizontal (x) direction. A operation performed along either of the two spatial coordi-
signal f(t) is applied to the AOD and the light diffracted by nates is not independently part of the final answer, only the

, the device is recollimated vertically and focused horizon- combined processing along both transverse dimensions
tally by the spherical lens L2 onto plane P, where a second produces the full ambiguity surface.
AOD is olaced oriented in the vertical (y) dimension. This The bystem described above is interesting in its own
AOD is driven by the signal h(t). In the horizontal dimen- right, but perhaps more importantly it demonstrated for the S __
sion, the doubly diffracted light is collimated by the spheri- first time a very flexible and powerful method for process-
cal lens L4 and the combination of lenses L2 and L4 form ing data in two dimensions: the use of two orthogonal
an image of the light diffracted from the first AOD at plane AODs or other 1-D devices. In recent years, many config-
P2. In the vertical direction, the cylindrical lenses L3 and L, urations have been proposed using this technique [32)-[361
form the image of the light diffracted by the second AOD and it is likely that more architectures of this type will be
at P. The amplitude of the 2-D light distribution at P2 is invented. We will examine here, as an additional example, a
therefore modulated by f(t - x/v)h(t - y/v). The astig- particularly flexible architecture proposed by Kellman [37
matic pair of lenses L5 and L6 image P2 along one dimen- and Turpin [38] and shown in Fig. 6. A LED is the light
sion and form the Fourie. transform in the orthogonal
dimension. The direction in which the cylindrical lens L5 -.
has focusing power is at 450 with respect to the x and y Eo o0 -*00 Df2'-,

axes and therefore the Fourier transformation is performed
along a direction that is also at 450 with respect to the ( x, y) oil l)l)4
axes. It is convenient at this point to define a new set of ,' ."U.'-1
coordinates, y', parallel to the axis of the cylinder L5 and x' L, L ,L, cf.: L. L-
perpendicular to y'. The old coordinates are related to the PO P, P, P.

x' - (x + y)l F -

y' - (x - y)/F. ,-,

We can now readily write an expression for the amplitude PO P, P-

of the light distribution at the output plane P3 as the 1-D SIDE VIEW

Fourier transform of the light distribution at plane P2
g(u,y',t) - f -(x + y')/-2 v]h[t-(x'- y')/VV] L L? L3  .....

PPJt t y)VLjh -t /.

•exp(2 rx'u) dx' (8) fig. 6. Time integrating triple-product processor

where u - x"/XF, x" is the spatial coordinate at the out-
put plane and F, is the focal length of Lb. The function g in source in this system, its intensity temporally modulated by
the above equation has some interesting properties. If f(t) the signal a(t). The first AOD. oriented horizontalk in Fig
- h(t - r)exp(j2uot) is a delayed version of the signal 6, is modulated by the signal b(t) and illuminated b the
h(t), shifted in frequency by uo hertz, then at x" - LED through lenses t, and I.. The intensit. of the light
uAF6/ v2v and at a time t when both f and h are within diffracted by the AOD, modulated by the product a(t)bt
the apertures of the AODs, g as a function of position y' is - x/v). is expanded vertically and focused h6rizontalh b.
the autocorrelation of h Theyeak of this autocorelation L, to illuminate the second, vertically oriented AOD in Fig
function occurs at y' - vr/12. This operation, kncwn as 6 The signal applied to the second AOD is denoted b%
the ambiguity function [31], is useful in radar signal p'ocess- c( t) The doubly diffracted light is modulated h thf, prod-
ing since the range (which is proportit. nal to r) and the uct a(t)b(t - x/v)c(t - y/v). The cylindrical lenses t, and
velocity of a target (proportional to u0) can be estimated L, produce an image of the second AOD in the vertical
from the location of the peak of g in the (u. y') plane If the direction at the output plane, while 13 and 1, Image the
signals O and h are longer than the acoustic delay through first AOD in the horizontal direction onto the output plant,
the AODs, the ambiguity function of a-diffeyent portion of A 2-D detector array is placed at the output plane The

-, the two signals is calculated at any one time. These partial photogenerated charge that accumulates at a deteutor le-
'--_
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ment located at coordinates (x, y) and exposed to light for DRNFAULN\TW,.F, LENS L -

Tseconds is proportional to ft
NSEs

d(xy) f a(t)b(t- x/v)c(t- y/v)dt. (9) - Y $ O """"

This system is known as the triple product processor be- u.

cause the 2-D output function, d(x, y), is obtained by (a) PLANE

temporally integrating the product of the three input sig- ,,

nals. We can see from the top and side views in Fig. 6 that 4 ST U

this processor consists of two 1-D time integrating correla- I I
tors, operating simultaneously in orthogonal directions. v,

Note the difference between this system and the multi-
channel time integrating processor we discussed in the
previous section (Fig. 2). A correlation is performed in this TROR O,

case in both dimensions; the result is obtained from the LENS (b).

combined 2-D processing rather than the repetition of the
1-D processing operation. The operation performed by this Fig. 7. Triple-correlator architecture.

architecture always has the general form given by (9), but
there is considerable flexibility since all three input signals If k2 is chosen to be equal to h, divided by the number of

are electronic: by altering them new operations can be pixels of the detector (let us take this number to be 10'),
performed with the same optical hardware. For instance, if then only 1/10 of the spectrum is displayed in the y

a(t) - s(t)exp(jkt 2), b(t) - s(t), and c(t) - exp(-jkt2), direction at each position x. The resolution in the y dimen- .- ,.

where k is a constant, then the output, d(x, y) becomes sion is then equal to the bandwidth of s(t) divided by 10',
assuming that the integration time, T, on the detector is at

d )e (y/V)2 S(t)S(t _ X/V) least 1 0 1 / 8 seconds. The combination of the broad-band,
low-resolution transform in x and the high-resolution,

•exp[-2j(ky/v)tJ dt. (10) low-bandwidth transform in y produces the 2-D "folded"
spectrum or, equivalently, the 2-D raster recording of 106

, The above expression is the ambiguity function of the samples of the 1-D Fourier transform of the signal s(t). The

signal s(t) multiplied by a quadratic phase term (which can formation of the 1-D spectrum in two spatial coordinates

be removed, if necessary, by post-detection multiplication), with this architecture, allows the display of 106 spectral

Notice that in (10) we have allowed the input signals to be samples since 2-D detector arrays of this size are available,

complex. In practice, complex signal processing capability is whereas the size of 1-D detector arrays is on the order of

achieved by modulating in quadrature an offset carrier with 10'. The triple-product processor can also be used to calcu-

the input signals and adding a bias to the modulated carrier, late the "folded" correlation of -D signals lnger than the K,-
before the signals are applied to the AODs of the processor. ustic delay of the AOs used in the implementation.,

A different signal processing operation can be performed This is possible for signals that can be written as the

with the system of Fig. 6, if we set a(t) - s(t)exp(jkt 2 + product of two shorter codes [40]. The advantage of the

jk~t2 ), b(t) - exp(-jkt 2), and c(t) - exp(-jA2 t2 ) (391. folded correlation over a 1-D implementation is that two

The output in this case takes the following form: very long signals can be correlated and at the same time ,

long differential delays between the two signals are per-

) yv)2l mitted. Either one of these properties can be achieved with
d(x, y)-exp[ ) jk2(/ a 1-D implementation, but they can be obtained simulta-

-fs( t) exp -j(2k~x/v)t exp-j(2k2 Y/V)tI dt. neously only with the 2-D implementation.
The product of two matrices can also be computed by P

(11) this same architecture using the method described by Athale %,.

S et al. [411. This is accomplished by applying the columns of - J%_

If we neglect the multiplicative quadratic phase term, d(x, y) the first matrix sequentially to the first AOD in Fig. 6 while

is the Fourier transform of the signal s(t), calculated via the the rows of the second matrix are applied to the second

chirp-z algorithm, in both spatial dimensions. The spectrum AOD. At periodic time instances, when the acoustic signals

. is displayed in both dimensions as a function of position in the two AODs correspond to one complete column and %

with klx/2wrv and k 2y/2irv being the frequency variables row of the matrices, the LED is pulsed and the outer

in the x and y directions, respectively. The maximum product between the two vectors is formed and detected at

frequency of s(t) for which the spectrum is calculated in the output plane of the system. The accumulation on the

the x and y dimensions is AA/2irv and k 2A/2w v, respec- 2-D detector of the outer products of all the columns of the

tively, where A is the aperture of both AODs in Fig. 7 (ie., first matrix with the corresponding rows of the second

" the maximum value for x and y). The frequency resolution matrix, results in the formation of the product matrix. In the

is equal to the maximum frequency divided by the number vector-matrix multipliers we considered earlier (Figs. 3 andof pixels in each dimension of the 2-D detector array or the 4) both spatial dimensions are used to perform an operation"- ',l'

space-bandwidth product of the AODs, whichever is simpler than the product of two matrices. The reason it is

smaller. If A, is chosen so that kA/2wv is equal to the possible to perform directly more complex operations with

bandwidth B of s(t), then the entire spectrum of s(t) is the triple-product processor is that the detector is used to
displayed in the x direction with relatively low resolution. store and accumulate partial results, i.e., data are processed
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in the time domain in addition to the two spatial coordi- triple correlation can now be formed by inverse Fourier
nates. Interestingly, however, the triple-product processor transforming this term. In Vander Lugt's implementation all
that forms the matrix-matrix product is less powerful than three transparencies are implemented with AODs. There-
the vector-matrix multiplier of Fig. 3. A matrix-matrix prod- fore, there is a proportional temporal frequency shift at
uct can be performed with the system of Fig. 3 by repetitive each spatial frequency and this makes it possible to obtain
vector-matrix multiplications (inner products). The number the inverse transform as the temporal signal at the output of
of inner products that must be computed with this ap- a detector that integrates all the light along the u' axis. The
proach is equal to the number of outer products that must particularly interesting feature of this architecture is the use
be computed with the triple-product processor. The vec- of three AODs oriented in three separate directions. The
tor-matrix multiplication is computed by the system of Fig. use of more than two 1-D devices in nonperpendicular
3 in a time equal to the inverse of the modulation band- directions is the possibility that is only beginning to be
width of the LEDs, which can be 10 ns or less. The outer explored and will likely result in new 2-D architectures in '-P

product is computed in the system of Fig. 7 in the time it the future. N
takes to load the AODs, typically 1 #s or more. Thus the The systems that have been discussed here are only a -
simpler system of Fig. 3 has the speed advantage. This is a portion of the possible 2-D architectures for processing 1 -D
consequence of the high degree of parallelism at the input signals, but through these examples it becomes apparent
and output stages of this processor, a feature however that that the 2-D space provides not only additional processing
in practice is not desirable because of the need to handle power but also versatility. A much broader class of linear
electronically many parallel broad-band channels. This operations can be performed on 1-D signals with a 2-D
tradeoff between speed and parallelism at the input and processor and each operation can usually be performed in
output stages of the optical system is frequently encoun- several different ways. The latitude in the design allows the
tered in the design of optical processing systems. optimization of the architecture to obtain the most suitable

We now discuss an architecture in which the 2-D space is characteristics (input/output format, programmability, proc-
ingeniously used to perform the correlation of three 1-D essing power) for each application.
signals. The triple correlation is equivalent in the frequency
domain to the product of the 1-0 transforms of the three ,.
signals. All three transforms can be produced with 1-D .

optical systems (Fourier transforming lenses) but only dou-
ble products of these transforms are produced in one di- It was stated in the Introduction of this paper that the
mension by detecting their interference. The triple product 2-D processing capability of optics makes this technology
of the transforms can be formed if both transverse dimen- particularly well suited for image processing applications. -*.-

sions of the optical system are used, with the processor 2-0 linear operations such as the Fourier transform and
shown in Fig. 7. This system is a simplified version of an correlation can be directly performed optically if the input
architecture proposed by Vander Lugt [421. The first func- image is recorded as a 2-D transparency. When the processor
tion, f(y), is recorded as a 1-D transparency in the vertical is implemented with 1-D input devices, we are faced with
direction, and it is imaged through a second horizontal the problem that the entire image cannot be entered
transparency whose transmittance is the second function, simultaneously in the optical processor. Typically, images
h(x). The amplitude of the light following the second with 106 pixels are processed, whereas the space-band-
transparency is modulated by the product f(y)h(x). A width product of 1-D devices is limited to approximately
spherical lens forms the 2-D Fourier transform of this prod- 101. One possible solution to this problem is the segmenta-
uct and produces at the output plane of the system in Fig. tion of the image processing operation into smaller tasks,

* -7(a) a light distribution whose amplitude is modulated by each one of which is implementable with an optical system
the product F(v)H(u). F and H are the transforms of f and that uses 1-D input devices. The partial results can then be
h, respectively, and v and u are the spatial frequency stored electronically in order to synthesize the final result %*** ..-
variables at the output plane. If the (u, v) coordinates are when all the subtasks are completed by the optical

* rotated by 450 to obtain the new coordinates u' - (u + processor. Such an approach is indeed possible and feasi-
v)/ r, v' - (u - v)/ 2", the field at the output plane ble. In many instances, however, it is not only the process-
takes the form Ff(u' -'v')/ 2 ]H[(u' + v')/ r"]. At v' - 0 ing power that makes the optical implementation attractive,
the amplitude of the field is modulated along the u' direc- but equally important, its low power requirement, size, and
tion by the product of the two transforms. The product of cost. The use of the large, high-speed electronic memory ,-

the three transforms can now be formed by detecting the that is needed in this approach can eliminate these ad-
interference of this pattern and the transform of the third vantages. The need for an external memory can be avoided
signal. The third transform is produced in a separate portion by using the detector of the optical system as the memory
of the system, shown in Fig. 7(b). A 1-D transparency of the in which the partial results are temporarily stored. The __

third signal, g(x'), is recorded in a direction that is at 450 partial results can be computed by spatial integration in the t" iq
with the (x, y) axes and parallel to the u' axis. The focal optical system and accumulated through temporal integra-
length of the Fourier transforming lens in Fig. 7(b) is r tion on the detector to produce the final result. A 2-D
times longer than the one in Fig. 7(a) to compensate for the space can be constructed, in this manner, frown one spatial,,-..'
scaling that occurs from observing the spectra along the dimension and time, in which an image can be represented ,

diagonal in Fig. 7(a). When the interference of the output and processed optically by temporal and spatial integration
light from the two systems in Fig. 7(a) and (b) is detected (TSI). Alternatively, the partial results can be computed with
along the u' axis, one of the terms in the interference a time integrating optical processor, and thus a purely time
pattern consists of the product of the three transforms. The integrating optical image processor can be implemented. In .-. ,- ,
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either case, the use of the 2-D optical system is essential, olution spectrum of the narrow-band temporal signal local-
since the image must be processed in each of its dimen- ized at each resolution element of the space integrating
sions along a separate axis of the optical system. processor. All the coarse resolution elements can be simul-

TSI processing was originally proposed by Bader [43] and taneously processed by a single multiplexed time integrat-
Psaltis and Casasent [44] for spectrum analysis of 1-D sig- ing spectrum analyzer, as we discussed earlier (Fig. 2). The
nals. The spectrum of 1-D signals can be optically com- temporal bandwidth of the light within every one of the
puted with a 1-D space or time integrating acoustooptic spatial frequency resolution cells is the same (v/X), but the
spectrum analyzer. The two implementations have comple- center frequency of the temporal modulation at each posi-
mentary characteristics: the space integrating implementa- tion is nv/X, where n is an integer that increases in propor-
tion provides wide bandwidth but relatively low resolution, tion to the position of the resolution cells of the space
whereas the time integrating system can produce a high integrating system. The signals from all cells must be het- ,eJ.
resolution spectrum over a relatively small bandwidth. A erodyned to baseband before they can be simultaneously
high-bandwidth, high-resolution spectrum can be produced processed by the multichannel time integfating correlator. -6,
with a 2-D optical processor using a combination of tem- A pulsed light source with pulse repetition frequency v/X,
poral and spatial integration. The space integrating spec- can be used to accomplish this function. If the individual
trum analyzer is shown in Fig. 8(a). If the signal that is pulses are sufficiently narrow, the temporal modulation of

the light source can be approximated by a series of delta
-0 functions .-

4*) t I *FOURIER
TRANASF £8(t- mXlv)- (v/X)F'exp[(jmv/X)t. (13) -; J

The amplitude of the light at the output of the space
integrating system is modulated by the product of (12) and
(13). We see from (13) that the periodic pulse waveform of

AM- AM the light source produces all the harmonics of the temporal
2-0 TM frequency v/X. Therefore, at the nth resolution cell, the
INTEGRAT14G
DETECTOR center frequency nv/X of the modulation will be mixed '

with the nth harmonic of the source to produce a temporal
signal at baseband. Since this happens for all n, there is a
baseband signal at each resolution cell. The multichannel

______________time integrating processor produces the fine frequency
SPiCE IfI: iATUG TSE ITCGRATG transform from the baseband signal in each channel while it

POCESSO PROCESSO averages to zero all nonbaseband signals and forms on the
% (b) 2-D detector array at the output of the time integrating

Fig. . Time and space integrating spectrum analyzer system the folded spectrum of f(t).
TSI processors have been applied to other 1-D signal

processing problems such as the computation of the corre-applied to the AOD is denoted by f(t), then the amplitude lation of long 1-D signals and ambiguity functions [451-[471.
of the light at the back focal plane of the Fourier transform- The architecture that produces the folded spectrum of a
ing lens is modulated by 1-D signal is of particular interest to this discussion, how-

g(x, 0) - f(t - x/v) exp (j2rux) dx ever, because it suggests a methodology for using TSI to do
) image processing. The folded spectrum was first discussed

ex(j-u) 1) in the context of optical signal processing by Thomas [48],
.- F(vu)sine(Xvu) e -2who showed that if a long 1-D signal is raster recorded as a

S X in the above equation is the aperture of the AOD, 2-D transparency, then the 2-D Fourier transform of this
u - x'/AF is the spatial frequency variable, x' is the spatial transparency is the raster recording of the transform of the

A coordinate at the output plane, F is the focal length of the original 1-D signal (i.e., the folded spectrum). Thomas'
lens, and * denotes o:onvolution. The spatial modulation at result can be applied, in reverse, to the TSI processor: the
the output is the Fourier transform of f(t), F( vu), smoothed folded spectrum produced by the TSI processor can be

N by the convolution with ,a sinc function due to the finite interpreted as the 2-D Fourier transform of the image that
aperture of the AOD. The frequency resolution is limited by forms by raster recording the 1-0 input signal. Each hori-
the width of the main lobe of the sinc function and it is zontal line of this image corresponds to a portion of the
equal to vIX hertz. The amplitude of the output light is 1-D input signal, with duration equal to the acoustic delay
also temporally modulated sinusoidally at each spatial through the aperture of the AOD. The 2-D Fourier trans-
frequency location at a temporal frequency proportional to form of an image can be computed with the system of Fig
the spatial frequency u. If we consider all the light incident 8, by using a TV camera to detect the image and setting the
on a single spatial frequency resolution cell (with spatial duration of each horizontal video line equal to the acoustic
width A/FX), then the bandwidth of the temporal modu- delay of the input AOD The video from the TV camera is

* lation of this light is only v/X, equal to the frequency applied as the 1-D input signal to the processor and the 2-D
resolution of the space integrating processor. We can there- Fourier transform of the image forms on the 2-D detector at
fore use this temporally modulated light as an input to a the output plane in Fig. 8. Notice that the pulse repetition
chirp-z, time integrating processor operating in the or- frequency of the light source of the system in Fig. 8 is equal .0
thogonal dimension (fig 8(b)) and thus produce a high-res- to the inverse of the acoustic delay. An alternate interpreta-
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*tion of the image transforming TSI processor is as follows: the input image f. The light diffracted by the second AOD,
each line of the input image is scanned by the TV camera is imaged horizontally by lenses L. and L, to the output
and entered in the AOD; the light source is pulsed to read plane, where a 2-D detector array is placed. In the vertical
out the current video line which is transformed by spatial direction, the light transmitted through the 2-D trans-
integration with the lens; the different lines of the image parency, h,(x, y), is imaged onto the output plane by lenses "-%

are sequentially scanned and entered into the optical sys- Ls and L7. The charge that is photogenerated on the detec-
tem where the Fourier transform along the second dimen- tor due to a light pulse that occurs when the nth line of the . .,.

sion of the image is produced by temporal integration in input image is entered in the optical processor, is propor-
the second dimension of the optical processor. tional to

The TSI processing concept can be applied to a more
general class of image processing operations. Specifically, it g(y,x',n) - f(x,n)h,(x,y)dx h2(n,,'). (14)
gee (.ah .is possible to realize any 2-D linear operation that has a
kernel separable in the two dimensions or shift invariant The total charge that is generated and accumulated on the
operations. 2-D linear operations with separable, but other- detector for all lines is ' %,%
wise arbitrary kernel, can be implemented with the
processor shown in Fig. 9 [49]. The input image is denoted g(y,x') - fJf(xn)hl(x,y)h 2(n,x')dx. (15)

n d

2"0,, T*The operation performed by this processor, as described by %
ouLSD ws- (5),isLIC-A" (15), a 2-D linear operation on the image f(x, n) whose .

/OO AC . '?T AO kernel is equal to the product of the functions h,(x, y) and
jA~ ~ifr~r1~dAh 2(n,x). The image is processed by continuous spatial J,

integration along one of its dimensions and by the summa-
I L, L , P.. LP ,, , tion of the individual lines through temporal integration on

, ~ I] the detector, in the other dimension. Even though any
C*U (RR" separable-kernel linear operation can be implemented with

TOP VI -... E-",.., the system of Fig. 9, an improved TSI architecture can often
be designed for a particular separable kernel. For example,
the TSI 2-D Fourier transforming system that was discussed

. the system of Fig. 9, which can perform the same operation

SIDE VIEW if h, and h2 are chosen appropriately. TSI architectures for

A-A i -I -...- i synthetic-aperture radar image formation [50], [51] and for
° ~ o<~4 the calculation of the moments of an image [52] have been ' "

L,....., designed by Psaltis and Wagner.
Po . ol P, 2-D shift-invariant operations are a very important class -'

Fig. 9. Time and space integrating image processor, for the of operations that can also be implemented with TSI archi-
implementation of linear operations with space-variant, sep- tectures, since such operations are useful in many image
arable kernel processing applications. Let f(x, n) denote an input image,

where x is a continuous variable and n is an integer
by f(x, n), where x is a continuous variable along one of denoting the line number of the image, and let h(x, n) be
the dimensions and n is an integer that enumerates the the reference image. The 2-D correlation between f and h .

lines along the second dimension. A TV camera is used to is
scan sequentially the lines of the image f(x,n), and the
video is applied to the first AOD in Fig. 9. The light source g(x',m) m f(xn)h(x + x',n + m)dx. (16)
is pulsed periodically to read out separately each line from -

the AOD. The light diffracted by the AOD is imaged in the The integer m in the above equation enumerates the lines
horizontal (x) direction and expanded uniformly in the of the 2-D correlation, whereas the continuous variable x'
vertical direction to illuminate a mask placed in plane P2  is used in the other direction. The 2-D correlation is formed
with transmittance h,(x, y). The light transmitted through by continuous integration in x and summation over n, since
this transparency is imaged in the horizontal direction, by the images are represented by discrete lines in our notation. :%7". 9"

the lenses L4 and Ls,.onto a second AOD that is oriented The summation over n is realized by temporal integration r.,
horizontally as well. A slit is placed at the focal plane of on the detector in the implementation of (16) with a TSI -Z-
lens L, that blocks high spatial frequency components in architecture. The 1-D integral in the x direction is the
the x direction. If the slit is sufficiently narrow (approxi- correlation of each line of the input image with all lines of
mately equal to the width of one resolution spot), then the the reference image, i.e., for each value of n the correlation
image at P is spatially integrated along the x direction. The is performed for all possible values of m. This operation is WAN
second AOD is modulated by the video signal from a performed in a TSI processor, with a 1-D multichannel
second TV camera, which is pointed at an image h2(n, x'). space integrating correlator in which the different lines of ", .

x' is the horizontal coordinate at the plane of the second the reference image are stacked in the dimension orthogo-
AOD, and n indicates the line number of the second image. nal to x. Therefore, the index m in (16) corresponds to the
The two cameras operate in synchronism, so that the acous- vertical spatial location at which a line of the correlation '.-'%A

tic signal in the second AOD is the nth line of the image h, forms in the optical system. Notice that in (16) the 1-0
at the instant the signal in the first AOD is the nth line of correlations of the nth input line must be shifted in the m
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direction by n pixels before the summation over n is lines of the reference image and the LED modulation is %
performed. This shift can be implemented in the optical repeated every time a new input line enters the AD. The
system with a vertical deflector that positions the 1-D LEDs illuminate the AOD uniformly in the horizontal (x)
correlations appropriately on the detector or, alternatively, direction and the light diffracted by the AOD is imaged
by electronic scanning with a CCD detector array. The CCD horizontally at the output plane of the processor. In the N %
implementation will be discussed in more detail in the vertical direction, the light distribution at the output plane
following paragraph. One possible implementation of a is an image of the LED array. The charge that accumulates .- *

space integrating multichannel correlator is through multi- on the 2-D CCD detector array that is placed at the output
plication in the spatial frequency domain of the transform plane in Fig. 10 during the time that the nth input line
of each input line with the transforms of all the lines of the travels through the AOD is proportional to '., !I
reference, which can be stored in the optical system as a .
1-D Fourier transform hologram [53). This implementation g'(x,m,n) - f(t - x/v,n)h(t,m)dt. (17)
combined with a scanning CCD has been recently demon- , ,
strated experimentally at Caltech [54]. The functions f and h represent the inp0t and reference

Images can also be processed with a 2-D time integrating images, respectively, and the integer m enumerates the %
processor, using 1-D input devices. This becomes apparent lines of the reference image. Since each line of the refer- p
by considering the triple-product processor (an architecture ence modulates a separate LED and each LED is located at a
in which temporal integration is performed in both dimen- different vertical position, the integer m in (17) also mdi-
sions) which, according to our discussion in the previous cates the vertical position on the CCD detector. The origin
section, can be configured to calculate the folded spectrum of the axis of the time variable, t, in (17) is reset to zero at
of a 1-D signal. Therefore, the analogy between the folded the beginning of each horizontal scan of the TV camera for
spectrum of a 1-D signal and the 2-D Fourier transform can notational convenience. At the completion of each horizon-
be applied in this case as well, to conclude that the triple- tal scan, the 2-D charge pattern stored on the CCD is . -
product processor can also be used for the calculation of transferred vertically by one pixel. At the initiation of each
the 2-0 spectrum of an image [61]. Time integrating horizontal scan, the electronic memory also begins to read
processors can also be configured to perform a wider class out the reference image stored in it. When all N lines of the
of image processing operations. We will discuss here a time input image have been processed, the signal that was ...
integrating image correlator, shown in Fig. 10, that was photogenerated by the nth input line, has been transferred

vertically on the detector by (N - n) pixels. The total signal
that is accumulated on an element of the CCD detector

ELECTRONIC rEO array, located at horizontal position x at the mth row of the
%RA a -~ array, is given by

Ig(x -m) -Eg(, n ) -,N,n)

REFERENCE L, L2 L3 L4 L, L6
IMAGE4

TV - Ef(t + x/v, )h(t m +nl- N) dt.(18)
IN'TCAMERA niINPUT oe° *

g(x, m) is the correlation between the input image f and
TOP VIE.WL U Athe reference image h shifted in the vertical direction by Npixels. The correlation is read out by the CCD in the form

monitor or processed further electronically. In this architec-

SL ture, !-D devices are used to enter both the input and
L4 Lo reference images in the optical processor Since the refer-

SIDE VIEW ence image is stored electronically, rather than optically on
a 2-0 SLM, it can be generated with a digital computer and ".'a.
stored in the memory directly. This feature can be very
useful in pattern recognition applications, where typically
an optimum reference is generated digitally [561 and the

LI Lo LS need to fabricate a computer-generated hologram is thereby
Fig. 10. Time integrating image correlator avoided. Furthermore, this image processing architecture

has unique flexibility, since the reference image can be
recently described by Psaltis [551. rhey system consists of a periodically reprogrammed by the digital computer.
multichannel time integrating correlator in conjunction with V CONCLUSgON
a scanning 2-D CCD detector. A TV camera is used to raster
scan the input image and the video signal is applied to the The design of optical processing architectureshas. in a
AQD. The reference image is stored in an electronic mem- sense, gone through a complete cycle After the early success .
ory (digital or CCD). The memory is interfaced to an array of 2-D architectures, such as the synthetic-aperture radar %
of LEDs in a way that allows each line of the reference processors, 1-D architectures emerged that became practi- P..
image to modulate the intensity of a separate LED. The cal as 1-D input devices (primarily ADs) were developed.
LEDs are modulated cyclically: during the time one of the More recently the same 1-0 devices have been used in a
lines of the input image is traveling through the AOD, new generation of 2-D architectures The primary motiva-
the intensity of the LEDs is temporally modulated by the tion for the development of these architectures has proba-
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bly been the availability of the well-developed 1-D devices. 191 R. G. Smith, "Photodetectors for fiber transmission systems,"
In the process the field has been enriched greatly. A wider Proc. IEEE, vol. 68, no. 10, pp. 1247-1253. 1980. .i

class of linear operations is possible with 2-D architectures 1101 J. A. Hall, "Arrays and charge-coupled devices," in AppliedOptics and Optical Engineering. R. R. Shannon and I. C. '
that are implemented with 1-D devices and more flexibility Wyant Eds. New York: Academic Press, 1980, ch. 8. "
exists in the way a particular linear operation can be per- [11] T. Bader and P. Kellman, "Acousto-optic channelized re-
formed. Dynamic processing (time integration and systolic ceivers," Opt. Eng., lan. 1984.
processing) that is feasible with 1-D devices, coupled with (121 R. M. Montgomery, "Acousto-optical signal processing sys-

tem," U.S. Patent 3 634 479, Jan. 1972.
the high computational power that is possible in a 2-D 1131 R. A. Sprague and C. L. Koliopoulos, "Time integrating
optical system, has resulted in the most powerful and acousto-optic correlator," Appil. Opt., vol. 15, p, 89, 1976. i.l-,
flexible optical processors to date. Finally, the abundant 1141 H. J. Caufield, W. T. Rhodes, M. I. Foster, and S. Horvitz, %
processing power that is available in these architectures can "Optical implementation of systolic array processing," Opt.

be traded for increased accuracy, most notably through the Commun., vol. 40, p. 86, 1981. [I'
1151 D. Casasent, 1. Jackson, and C. Neuman; "Frequency multi-

use of the method of binary multiplication by analog con- plexed and pipelined iterative optical systolic array proc-
volution 1571, [161. This can lead to optical processors that essors," Appl. Opt., vol. 22, no. 1, p. 115, 1983.
have accuracy compatible with digital systems and thus [161 P. S. Guilfoyle, "Systolic acousto-optic binary convolver," i r

increase the applicability of optical computing to more Opt Eng., and K m " i a
(171 R. P. Bocker, H. J. Caufield, and K. Bromley, "Rapid unbiased,

general problems involving linear numerical calculations. bipolar incoherent calculator cube," Appl. Opt., vol. 22, no. 6,
Future architectural designs will certainly be influenced p. 804, 1983. .,

by the state of the art of optical devices. As real-time 2-D 1181 D. L. Hecht, "Multifrequency acousto-optic diffraction," IEEE . .
spatial light modulators become practical, they will be Trans. Sonics Ultrason., vol. SU-24, p. 7, 1977.
incorporated in 2-D architectures that use 1-D devices as 191 P. S. Guilfoyle, "Problems in two dimensions," in Proc. SPIE

Conf., vol. 341-26, p. 199 (Arlington, VA, May 1982). _
broad-band input transducers and 2-D devices for massive, 1201 W. T, Rhodes, "Acousto-optic signal processing: Convolution
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Optical image correlation using acoustooptic and
charge-coupled devices

Denetri Psaltis

An optical processing method is presented which allows the correlation of two images to be computed in real .

time with a 1-D acoustooptic spatial light modulator as the input device. Two-dimensional processing is "-. -".

accomplished by a combination of spatial and temporal integration. The time-integrating processing is per- .
formed by a CCD detector that is operated as an optically addressed correlator.

1.~ Inrduto %0#

I. Introduction this paper we describe the application of the time-
Optical image processors normally require at the and-space integrating processing technique to the im- , ,

input stage a real-time 2-D spatial light modulator plementation of an image correlator. Image correlation
(SLM) 1 which creates a suitable transparency corre- is a useful signal processing operation in pattern rec- "
sponding to the input image. The relatively immature ognition, image restoration and enhancement, and video -
state of development of 2-D SLMs is a major factor that compression and is also the most powerful operation
has prevented the realization of the huge potential of that can be implemented by an optical computer. -.
optical image processors. The limitations presently Therefore, image correlation is probably the most sig-
imposed by the SLMs can be overcome either by further nificant 2-D signal processing operation that can be
developments in device technology or alternatively by implemented with the time-and-space integrating- ""4. -
modifying the optical system architecture. Several method. In the following section we describe the op-
architectural designs have been proposed for this pur- eration of the optical image correlator, and in Sec. Ill
pose.2-4 For example, if the optical processor can be we discuss the unique characteristics of this architec-
implemented with noncoherent illumination the re- ture.
quirements on the optical quality of the SLM can be II Dsription o t r
relaxed, and a self-luminous display (such as a CRT)
could be used as the input SLM. In a recent publica- The time-and-space image correlating architecture .
tion by the author 3 a 2-D signal processing technique is shown in Fig. 1. We will demonstrate that this sys-
has been presented that does not require the use of tem computes the cross-correlation g(i) of two com-
real-time 2-D SLMs. This is accomplished by entering plex functions f(x y) and h(xy):
the 2-D input data into the optical processor one line at g(i,9) - i f(xy)hs(x + .t, + 9)dxdy (1)
a time using a I-D acoustooptic SLM. 5 Each line is
filtered spatially by the optical system. The data are The operation of the correlator in Fig. 1 can be sum-
processed in the second dimension by integrating the marized as follows: the optical system is a multichannel
response due to consecutive lines on a time-integrating 1-D correlator which consecutively correlates each row .
detector array. Acoustooptic technology is highly de- of the function f(x v) with all rows of the function
veloped and consequently high quality acoustooptic h(xy). The AOD is used to enter the rows of f(x,y) b",. ,'. -
SLMs can be fabricated. The use of acoustooptic de- sequentially into the optical system. The 1-D corre-
vices (AOD) rather than 2-D SLMs in the optical pro- lations are summed appropriately by operating the CCD
cessor can lead to improvements in accuracy, speed, and detector in the shift-and-add mode.6 The key corn-
practicality (size, weight, power requirements, cost). In ponents of the system are the AOD and the CCD de-

tectors. .2.
The AOD consists of a piezoelectrid transducer

bonded onto an acoustooptic crystal. We denote the ., . •
voltage applied to the piezoelectric transducer by s(t).

The author is with California Institute of Technology, Department The signal s(t) has the form s(t) = a(t) cos[wot + o(t)],
of Electrical Engineering, Pasadena, California 91125. where the complex envelope a (t) = a(t) exp~ij(t)] is the

Received 7 August 1981. modulating signal and w0/2r is the center frequency of .
0o036935/82/030491-05$50.0/0. the AOD. The device is illuminated by a collimated .
( 1982 Optical Society of America. light beam incident at the Bragg angle 0R, where7  
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our analysis it is more convenient to use the coordinate . ,] "W-1

~*~ir~Th transformation x - x' + A. In the x -coordinate sys-
'Z-~ r term the origin is at the far end of the acoustooptic N

/ ,., crystal, and x increases toward the transducer.
L 5L Equation (3) can be rewritten as follows:

p p E(xt) cirect(! L )a t + - - e p(jwo). (4)

i, V,1W We shall use Eq. (4) in the rest of our discussion.
....... .. ' The CCD image sensor consists of a matrix of pho-

tosensitive sites where incident photons are convertedto electronic carriers which are trapped locally in the

depletion region of a MOS junction.9 The photogen-
%too, ao erated charge packets can be transferred to adjacent

,lt L pixels along one of the dimensions of the array by
applying a clock waveform to the device. When the ,"..'
device is used as an image sensor, each charge packet is
shifted continuously along the array after a single ex- ., .. ,/posure to light until it reaches the edge of the device

S.. ,where an output CCD stage transfers the signal to the
output pin. In our system the CCD array is exposed b... 0

s.... C periodically. After each exposure the charge that is ac- .,-
L, Icumulated in each site is shifted by only 1 pixel. The

photogenerated charge due to the most recent exposure
Fig. 1. Image correlator architecture, is simply added to the charge that is already stored in

each pixel. In Fig. 1 the spatial dimension along the
shifting direction of the CCD is denoted by.5. Let the
intensity of the illuminating light at the location "
during the nth exposure be denoted by J(n,5). The
charge generated at the pixel located at5 during the nth

-,o exposure is proportional to l(n,5). After N exposures
4 v (N > n), the charge I(n,5) shifts N - n pixels or by a %

X is the wavelength of light in the acoustooptic crystal, distance (N - n)Ay in the 5 direction. Ay is the pixel
and v is the speed of sound in the crystal. The acoustic separation. The charge that is accumulated in the CCD
wave that is induced by the voltage s(t) causes a portion as a function of pixel position 5 after N exposures is % .-. e
of the incident light to be diffracted. In the Bragg re- given by .- , e e'
gime essentially all the diffracted energy is concentrated N
in the first order. For relatively weak modulation levels Q(,) = _ fln,S + (n - N)Ayl, (5) 4.

the amplitude of the diffracted light E(x',t) is given oifby s  for =0 to =MAY, where M is the number of pixels ..
in the CCD and l(nS) = 0 for all: 5 0. The maximum

EWx,t) a c rect x' A/l (t- number of exposures N for which the addition in Eq. (3)
A 1( V) can be performed is equal to M. Bromley, and Mona-

X . ep o ( fli e1 /2z [tn- L, han etal.have used a CCD detector array in this mode
) ep t eof operation to perform a variety of 1-D linear opera-

tions. In our system we use the CCD detector to con-
c1 rect ( I= A)a (t -) struct an array of parallel I-D correlators.

I In most image recognition applications the input

X exp(jwot) exp -j 21r- SIn- (3) scene and the filter functions are real. For this reason
and to present the principles of operation of the system

In Eq. (3) cI is a constant, x' is along the direction of the more clearly, we will restrict our analysis initially to real
acoustic wave propagation, and A is the aperture of the functions f and h. For completeness we will describe %
AOD. Thus, the amplitude of the diffracted light is the operation of the system with complex signals f and
modulated by the complex signal a(t - x'/v) over the h at the end of this section. The 1-D Fourier transform
spatial window A, Doppler shifted by the traveling of a transparency with amplitude transmittance h (x ,y)
acoustic wave by w0/2r, and deflected around the Bragg is formed with an astigmatic lens system'which trans-
angle O. For the rest of our discussion we will not carry forms in the x direction and images along y.I( Aholo- ,
the deflection term expl-j(27r sinflRx')/)J in the gram of the resulting light amplitude distribution is
equations since it does not affect the operation of the formed by recording its interference with a plane wave
system we will describe. In Eq. (3) the origin of the x' reference on photographic film or any other suitable
coordinate is assumed to be at the piezoelectric trans- device. The amplitude transmittance of the developed
ducer, and x' increases away from the transducer. In hologram is proportional to''
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WI.M - -- - - - - A - -.- -

IB exp(-j2r sinflBFf.) + H(1.y) 2  t%(t) -redt (X)-

=V82 + IH(f.,MI2  I .. 

+ BH°q2,y) exp(-j2w sinl9HFh) for rn =i 1 to N, where r is the duration of each lightfo n. Z . %4

BH(J ,y) exp(+ j21r sineNF.), (6) pulse, and the pulse shape has been approximated by - ., .'

where a rectangular function. The light diffracted by the
AOD is modulated by the product of Eq. (9) and (11). 0

H(f,.y) - fh(xy) exp(-j2wf.x d.,, We denote this modulation function by tSA(X,t). For
lit larger than the bandwidth of r(t), tSA can be ap- 'MZ'.- '

OH is the angle of incidence on the hologram of the ref- pIoPlae ty t) .t.. K
erence beam, B is its amplitude, F is the focal length of p i.0ad

the lens in thex direction, and f/ is the spatial frequency tSA(X,t) = ts(t)tA(x,t) ,.
variable which is linearly related to the spatial variable 1I l it + ,,

in the plane of the hologram (f, -k/(XF)). In Eq. (6) +!ep(Jwo) ret-- Tv,y
only the term containing H* contributes to the corre-( ( (12)
lation, and the remaining terms are blocked out in the a f(x,nAy)exp(jwot) rect-T (12)
optical system. Thus the effective complex transmit- t - n7.
tance of the hologram can be written Lens L I in Fig. 1 is used to collimate this light distri-

bution in the vertical direction so it illuminates the
tH(f. .v) - BH*( .v) exp(-j2r sinOHF). (7) hologram in plane P2 uniformly in the y direction. Lens

This hologram is placed in plane P2 of Fig. 1. L 2 takes the Fourier transform in the x direction. The ,

The image f(xy) is scanned in a raster format to amplitude of the light entering plane P2 is modulated
produce a temporal electronic signal r(t). The raster by
signal r(t) is related to the 2-D function f(xy) by the tS(.,t,fn) = ftsA(xt) exp(-j2vf.x) dx "
following equation: It-n.'

r(t) - /ilt - (n - l)Tlv..nAy1 (8) FVf,nay) exp(jwpt) rect (13)

for n = 1 to N, where v, is the scanning velocity of the where
device (such as a TV camera) that produces the raster
signal, T is the duration of each raster line IvT is the F(J,,nAy) = ff(x,nAy) exp(-j2rfx) dx. ,-

size of f(x~y) in the x direction], and Ay is the resolution The light immediately after plane P2 is modulated by
of f(x,y) in the y direction [NAy is the size of f(xy) in the product of Eqs. (7) and (13). The astigmatic lens - ,
the y direction]. In Eq. (8) we assume that ((x,y) = 0 system L3 images plane P 2 onto the output plane P 3 in
for x > vuT and x < 0. r(t) is heterodyned to the center they direction, while it performs the Fourier transform -

frequency w0 and applied to the AOD in plane P of Fig. in the horizontal (x) direction. The amplitude of the -
1. The modulation tA (x,t) introduced by the AOD on light at plane P 3 is given by
the amplitude of the diffracted light can be found by %
substituting a(t) by r(t) in Eq. (4): t.(i6,n) - ftsA..-,t.n)tH(4,y) exp(-j2wfVd)%

tA (Xf - cI rect (x -AI2) [r It + =exp(jwt) C2expJwot) rect(t - nT) fFY.,nAy)H*(f:,) O

A v v X expj-j21r(sin6HF + i')fdf, I

- c. rect ( A/ 2 f(t + A nT+ T)v.nAyl ( t tnT .
j C2 exp(jwot) rect1

X exp(jwot) (9) X ff(xnAy)h(x + i,yf)dx, (14) . . .

We set A = vT, i.e., the aperture of the AOD can ac- where i V' + sinOHF and y are the horizontal and
commodate exactly one raster line off(xy). For con- vertical spatial coordinates, respectively, in P3, and c2venience we also set v, = v. At time instances t = nT is a constant. The convolution theorem was used to

the modulation of the AOD is given by obtain the last form of Eq. (14). The output light dis-
Ix-Al_ tribution is detected interferometrically by the CCD

tA(x.nT) c, rect ( f (nT + - nT + v'nAy detector array at the output plane to obtain a detected
tTv U V signal proportional to Eq. (14). A reference beam de- %

X Pxp(jwonT) rived from the same source is heterodyned to the center
- cit(x,nAy) exp(jwonT). (10) frequency w0 of the AOD and made incident on the

detector at an angle 8D. The amplitude of the reference
The rect function can be dropped in Eq. (10) since f(x,) beam is described by
was defined to be nonzero for 0 < x < vT. Thus at "a is dcb y

times t - nT, a single line of the function f(xy) mod- ,R(Xl) = A expj2wsini/expnu'lrec T . (15) .' .

ulates spatially the light diffracted by the AOD. A rt I .,
pulsed light source is used in the system to illuminate The signal I(1,y,n) that is detected by the CCD is pro-
the AOD only at the instances t - nT. The temporal portional to the time integrated intensity of the sum of
modulation of the source can be written as Eqs. (14) and (15) " -
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I(i,5,n) = Caf IDl + tRl 2dt complex correlation is formed by performing the addi-
r /2 tion over n in Eq. (17).

- fn1A,/2 Aexp(i2fox)rn-,/2

Ill. Discussion
+ ,ff (xnA)h (x + f,)dx I 2  We devote this section to the discussion of the char-

• ,c 3 1A
2 + I fJ(x,nAv)h(x + i,.P)dx 2 acteristics of the AOD/CCD image correlator. The

+ 2Aiff(x,nAy)h(x + i S)dx1 cos(21rfox), (16) majority of the potential advantages of this system are "A, .
consequences of the use of an AOD as the real-time
SLM. AODs have been investigated and manufactured

the 1 -D correlation of the nth row of f(x y) with all the for many years. Consequently reliable and relatively
rowstofh(.The1-D correlation formson the spat)ithal inexpensive high quality devices are now commercially . --rows of h (x,y). The correlation forms on the spatial available. The simple structure of an AOD relative to L.L

carrier Jo. Since both f and h are real functions only the avial.Te.mpesrcueo4a O eaietmost 2-D SLMs allows compact systems to be built withamplitude of the fringe pattern is modulated. In the relatively low power requirements and without the need "..--

5 direction the CCD is operated in the shift-and-add
mode described earlier. The charge that is accumulated frahighavoltages.eThusitheiuse oesos cn le to .""

inteCCD after N light pulses can be found by sub- practically feasible optical image processors in the im-in the C ae lg psmediate future. The excellent modulation character- - --A
stituting Eq. (16) into Eq. (5): istics of AODs'1 (high linear dynamic range, spatial '..- -.

uniformity, and low scatter level) allow the input image i _N

Q(iE) I I li,n, + (n - N)AyI to be represented in the optical computer with high fi-."..
n-I delity, with a corresponding improvement in overall

c. INA2 + N accuracy. AODs can accept data at rates up to several -. -.

' ~N .1 If(xnAv)hlx i,+ (n-N)AyldxI 2  gigahertz. We do not anticipate however, that this
Ncapability can be approached by the AOD/CCD image

+ 2A (1 ff(x~nAy)h(x + iS + nay - Ny)dxl cos(2rfox)l. (17) processor in the near future because of limitations in the
-I1 I speed with which the CCD can be read out. The system"P

The third term in Eq. (17) forms on a spatial carrier of also requires a device which produces an electronic
frequency fo. By setting fo equal to or larger than the raster signal corresponding to the input image. In most
bandwidth off(xy), this term can be separated from the applications this device can be a TV camera. The
other two baseband terms by electronic filtering after current limitations of CCD and image sensor tech-
the signal from the CCD is converted to a video signal. nologies impose a limit of - 50-MHz input rate which . .,

The envelope of the carrier in Eq. (17) is recognized to corresponds to the processing of 200 images, each con-
be the 2-D correlation described by Eq. (1) with the sisting of 5002 pixels in 1 sec. The need for an auxiliary
integration over the continuous variable y replaced by image sensor may be construed as a disadvantage of this
the summation over the discrete variable nAy. The technique. Ideally it is preferable to have a device
correlation pattern is shifted by the constant NAy in which serves simultaneously as the image sensor and the
the 5 direction. For a CCD detector with N horizontal SLM for the optical computer. In many applications,
rows, this means that each slice of the correlation pat- however, 2-D SLMs are not suitable for direct detection "- ""
tern is formed sequentially at the last row of the device, of the live scene, and an auxiliary sensor must be used.
The fast horizontal CCD shift register transfers each The output of the auxiliary sensor is then scanned onto - .*

line of the 2-D correlation to the output stage of the the 2-D SLM either electronically or optically. In such
device where it can be displayed or processed further cases, the ability of the AOD/CCD system to accept
electronically. directly the electronic raster signals is an advantage.

We shall-close This section by discussing how the The limitations on the performance of the AOD/CCD
system of Fig. I can be used to correlate complex 2-D processor are imposed primarily by the CCD detector.
functions. We assume that we have the complex These limitations are not significantly different from
function h(x,y)recorded either holographically or in a the limitations imposed by the detector on any optical
digital memory. The I-D Fourier transform of this image processor. For continuous processing of frames
complex function can then be produced and placed in the input data rate cannot exceed the readout rate in the
plane P2 of Fig. 1 either optically or by computer gen- AOD/CCD processor. The speed at which commer- - .
eration. The function f(xy) is represented by two real cially available CCD detector arrays are normally read
functions that correspond to its real and imaginary out is 5-10 MHz (standard video frame rates).
parts. The two corresponding electronic raster signals Therefore, the processing speed is limited by the de-
are used to modulate in quadrature the carrier that is tector if one is restricted to using commegcially available
applied to the AOD. From Eq. (4) we conclude that the devices. CCD detectors which are fabricated specifi-
modulation introduced by the AOD is proportional to cally for optical signal processing applications can be
the complex signal that is used to modulate in quadra- made with several parallel output stages,12 which in-
ture the carrier. The optical system performs the creases the readout speed. For example, a device with
complex correlation in the x direction. The phase of 10 parallel readout stages could be read out at 50-
the 1-D complex correlation is preserved in the phase 100-MHz rates. In addition, current research in GaAs":

of the fringe pattern in Eq. (16). Thus the full 2-D CCDs shows promise of extending the inherent speed
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of these devices to hundreds of megacycles per second. bility), but semiconductor lasers are attractive because
CCD detectors have -500 X 500 pixels, 14 and devices they are compact, efficient, and relatively inexpensive.
with over one thousand pixels in each dimension are The modes in a semiconductor laser, however, are so

presently under development. The number of pixels widely spaced because of the short cavity length that
of the CCD in the nonshifting dimension determines in interferometric detection is feasible only with a sin-
this dimension the space-bandwidth product of the gle-mode laser. Single-mode laser diodes can be fab-

images that can be processed. The number of pixels in ricated and are even available commercially. However

the shifting direction determines the space-bandwidth when these diodes are pulsed several modes exhibit gain
product of the filter in the shifting dimension but does during the transients. For a well-fabricated diode the

not limit the size of the input scene. In other words, transients decay within 1 nsec.' 5 Thlus, if a pulse with %
this processor is a sliding window correlator in one di- duration of 5 nsec is used, single-mode operation can be
mension. This feature can be useful in applications obtained 80% of the time.
where the input image is sensed by a linear detector The operation of the CCD detector in the shift-and-
array, and the imaging in the second dimension is ac- add mode has an important advantageous consequence.
complished by the relative motion between the detector Since the signal that eventually reaches the output stage
and the object. The dynamic range, noise, linearity, of the detector is a weighted sum of the signal detected
and spatial nonuniformity of the CCD detector are by all the detector elements in a single column of the-.,,.
factors that affect the accuracy with which the pro- CCD array, the variations in the responsivity among the
cessed image can be detected. Commercial CCD individual pixels and dark current will average out.14

cameras have dynamic range in excess of 1000:1 with In addition, speckle noise which is uncorrelated from
excellent linearity in this range.14 This range can be pixel to pixel will also average out. Thus the system
extended by designing CCDs with large detector ele- utilizes coherent light which provides the flexibility of
ments that can store a larger photogenerated charge and easily synthesizing a filter in the spatial frequency do-
also by cooling the device and using postdetection main but is immune to coherent noise.
electronic processing to minimize detector noise. The .,e
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devices ~ ~ ~ ~ ~w reie th nu n upttasuesThe ogr a hic g implemntin u a

processoy andEthexperimental results o s p

lt r e- f(xy) and a reference image h(xy) is given by:
sented and the applicability to pattern recog-
nition of a non-linear pseudo-correlation that
can also be conveniently computed with these -mfff(x~y) h(x+ . y+n)dxdy.-

processors, is discussed.
We are concerned here with the implementation

of this operation with an optical system in which
AITRDUCTONthe input image f(xy) is introduced through an

I Nc t. AODs are 1-D spatial light modulators with

Imag prcesing s prhas th mot alinear space bandwidth product typically equal
natural application of optical informationt1 pe T e Of tegth w
processing because the two dimensions of the like to be able to process optically is at least
optical system and its parallel processing 103x,03 pixels. Therefore, it is clear that an" -e

capability are very effectively utilized in this AO cannot be used to simultaneously modulate a
application. The potential of optical image light beam with an entire Image. Typically, a
processors however, can only be realized in single line of the image can be accommodated by
practice if suitable transducers are available the AQOi one time. This fact dictates our
to bring the images into the optical processorposn t eg he pt

whsfc NT edd cU rcy adOainto the optical processor and processed one line
transducers (detectors) to read-out the processed at a time. The processed image lines are detected
images. In recent years the development of and accumulated on a 2-D CCd camera 2). The
Acousto-Optic Devices (AGO ) and semiconductor image f(xy) must be sampled in one of its
detector arrays and light sources, has led to the dimensions (in our notation the y-dimension) so
development of high performance optical processors that its lines can be applied sequentially to
[1,2p. In this paper we discuss how acousto- the AO. In practice this is accomplished by
optic devices and CC detectors can be used for detecting f(xsy) with a raster scanning TV camera. /
optical image correlation. The acousto-optic Since the correlation g t,n) will be computed from

otlprocessorwvr an it l re e nsngelieo the image ton be ovrthcotiuusvrabey i q. t(1 bya .

device is used as the input transducer in the the samples of f(xy) we replace the integration

tobigteiae noteoptcal processor andocessings strimgeategeove the cniu sva ible t inag Eq. (1) re by..--a

processed in the form of a video electronic summation:
signal. The CCD is used as the optical detector t
in the system and simultaneously as an array of g(En) -* xny h (x+C~n~y +n) dx . (2)
electra-optic correlators. The advantages that nJffxn~
can be derived from the use of these relatively n "..>
mature technologies in the implementation of an .

optical 2-D correlator are high speed, flexibil- by is the sampling interval in the y direction and

Ity accuracy, small physical size and power If it is chosen to be at the Nyquist rate
efficiency. (assuming f is bandlimited) the correlation g

computed via Eq. (2) does not differ from the
p In the following section we discuss the continuous correlation. N is the number of lines o. '.
general method for performing image correlation In f(x,y). We can write the shift in the r
with an acousto-optic processor. In section Me direction by nty in the above equation as a ..

.... ... ... tehooist heipeetto of an , -.-.-........
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convolution with a delta function 6(n+nAy) and
derive the following form for the correlation HOLOGRAPHIC IMPLEMENTATION

(+ d We will describe this implementation E3] withg(An)- (x~rny) h (x+E.n'ld the aid of Figure 2. The input pattern is detected
n by the TV camera. The horizontal sync of the camera

- d (3) is locked to a stable oscillator which acts as the
master clock for the entire processor. Each pulse %

This form of the correlation function from this oscillator triggers the'TV camera to
determines directly the implemntation algorithm produce an electronic signal corresponding to one
of the acousto-optic image correlator. The term o

determines~~sina drclthimlmnainagrtm oteis iern the ipth patter Theenideof N
in the brackets in Eq. (3) Is the 1-0 correlation signal is heterodyned to the center frequency of; the ADD and after amplification it is applied to .- _
in the x direction of the nth line of the input the eoeland t er on t i .Ap to
image with the lnes of the reference the piezoelectric transducer of the AD. At thei e h t l s t e nend of each horizontal scan by the TV camera, the N .
Several optical implementations of such a multi- acoustic wave in the AOD is spatially modulated .1.-,
channel 1-0 correlator are possible. The term in by the corresponding line of the input pattern.
the brackets in Eq. (3) is a function of two The clock from the master oscillator is delayed by
variables & and n', and it must be shifted in the the duration of one raster line and it triggers
i" direction by the distance nay. In other words the pulsed laser that is used as the source in
the 1-0 correlations of the first line of the this processor. The duration of the light pulses
input are shifted by 1 pixel in the rl direction, is made shorter than the inverse of the bandwidth
while the correlations of the Nth line are of the video signal. As a result the light
shifted by N pixels. This can be accomplished in diffracted by the ADD each time the laser is pulsed

* an optical system in one of two ways. An
noptical snne can be usedoftr t he mI is spatially modulated by one of the lines ofoptical scanner can be used after the multi- the input pattern. The diffracted light enters

channel correlator to deflect the light by the an astigmatic lens system which expands and
appropriate distance for each input line. collimates the light in the vertical direction. ,
Alternatively (and in most cases preferably) a In the horizontal direction the light is Fourier ,T. '

"- CCD camera can be used to detect the 1-O transformed. A 1-D Fourier transform holoqrajn of. the • .- 'correlations and then shift the detected signal reference image h(x,y) in our notation is placed

by transferring the charge on the CCD. The full in the Fourier plane of this astigmatic lens
2-0 correlation g( ,n) is formed by accumulating system. The hologram contains the reference image e.J."..
(summing over n) the shifted 1-D correlation on transformed in the x direction only. Since the
the time integrating detector array. The light illuminating the hologram is collimated .,
operations that must be performed to Implement vertically, the light diffracted by the hologram
this algorithm optically are summarized in the is modulated by the product of the transform of
block diagram of Figure I. the current line from the input pattern and all

the lines of the reference image. A second

T.V. MULTI-CHANNEL SHIFTING 2 |

O D MECHANISM INTEGRATINCAER ONE DIMENSIONAL -g,)"""

CORRELATOR X) ) DET

* Figure 1. Block diagram of the acousto-optic implementation of the image correlator

A variety of specific optical implementations astigmatic lens system is placed after the holo-
are possible using this algorithm and the trade- gram. The light is now imged in the vertical
offs involved do not make one of the implementa- direction and transformea again in the horizontal
tions clearly superior to the rest for all direction. The transform of the product of the
applications. In this paper we discuss a holo- transforms produces the correlation (or convolution
graphic implementation that shares all the tharac- if desired) between one of the input lines and all
teristics of the algorithm the lines of the reference image. The imaging

that is performed in the vertical direction causes
depicted in Figure 1: the input image is entered these 1-D correlations to appear stacked in the
in the optical system via the TV camera and the vertical direction at the output plane of the

Wcousto-optic device; a multi-channel 1-0 correla- optical system. Returning momentarily to Eq. (3),
ter processes each line of the input image and a the operation that has been performed up to this

* 2-0 time integrating detector is used to accumu- point in the processor is the 1-0 integral of
late the 1-0 correlations and form the full 2-0 Eq. (3). A 2-D CCD detector is placed at the out-
correlation. put plane of the processor. The photogenerated
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2-H charge pattern that is stored in the CCD after on the 2-D opation that is being performed by~ to the light Figure 2. Acousto-optic/CCDimg correlator. 2,we nefrmtc
ittis exposed to the light from each laser pulse, the processor of Figure 2, when interferometric + ..
Is shifted vertically by one pixel. If we trace detection is not used. In this instance the
the location on the CCD of the charge generated pattern g'(t,ni) formed on the CCD is given by the
during the nth light pulse we find that after the following expression [4]:

Nth pulse occurs, it has travelled N-n pixels in
the vertical direction. To obtain the 2-D-
correlation we must (according to Eq. (3)) shift 12
the nth line by n pixels. Since N is fixed (it is '(&.,i) - I Iff(x.nay) h (x+E. nAy+n)dx (4)
the total number of lines in the Input pattern) n-l ,.

the CCD does perform the appropriate shifting and The function g ,.n) is similar to the correla-
the entire 2-D correlation forms (shifted by N tion in form,with the important exception that the
pixels) after integration on the CCD (the summa- 1-0 correlations in the x-directlon are squared
tion over n in Eq. 3) of the light incident on it before the summation in the second dimension is
from N light pulses. The correlation output Is performed. This operation is clearly non-linear ".4.
read-out continuously by the CCD In the form of a but it is shift invariant. Since g'(;,n) can be % %
video signal which can be displayed or processed very conveniently calculated with the acousto- 4.

further electronically. optic image processor, we investigated its proper- --
ties to determine its possible utility for pattern

In this processor the 1-D correlations that reLognition. Using the Schwarz inequality it can
are formed at the output of the optical system be shown that .'
modulate the amplitude of the light. This optical
wave must be Tinterferometrically detected in order g (,n) < I IfI f(x.nhy) I' dx I' G (5)
to obtain a detected signal proportional to the N n . '-,_ I
field amplitude rather than its intensity. The and the equality holds only for g'(E.) - G'. This
interferometric detection method [4] and experi- result is significant because ft indicates that
mental demonstration of it [5] have been discussed result is maximiced wenathe it nd th
elsewhere. In this paper we wish to concentrate g'(&r) is maximized we thedn put and the

reference images are matched and
4, ,

%4
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aligned spatially. Therefore it could be used to Figure 3 there is a very low probability of false J. J.
recognized patterns. We must however consider alarms for both cases (this is a somewhat super-
the performance of a pattern recognition system fluous case since a is relatively low and the SNR
based on this operation, when noise is present. Is high) but we can also see that the probability
A full analysis of this case is beyond the scope of false alarm can be smaller for the non-linear .of this paper. but we will point out severl correlatr. of course-ft -ca also be higher .

important facts. First, the signal-to-noise depending on the value of B. B is determined by the .".-,4
ratio analysis that is typically performed to images f and h and therefore we conclude from this -
determine the performance of pattern recognition exercise that a recognition algorithm based on non-
algorithms that are based on correlation is not linear correlation can out-perform the linear
appropriate in the nonlinear case. The non- Correlator for a certain class of images. in
linearity in g' results in noise components at general, the non-linear correlation can provide
the Output that are not normally distributed and adequate performance for a large class of pattern .. }.
therefore the underlying distribution becomes recognition applications. A complete statistical
important in the determination of the probabil- characterization of the non-linear correlation will
ities of detection and misclassification. Further- be presented in a future publication.
more, patterns that belong to different classes
but correlate well (and therefore are likely to EXPERIMENTAL PROCESSOR -*.
be misclassified by a linear correlation
algorithm) can be well separated by the non- A photograph of the experimental acousto- .e -
linear correlation, and vice-versa. For optic/CCO image correlator is shown in Figure 4. .
instance, if The apparatus is a hardware implementation of the 1...:.

12 system shown in Figure 3. The light source used
G-J f(x,nAy) I dx , (6) in this experiment is a pulsed laser diode with

50 nsec pulse width. The inverse of the pulse %

Is the value of the autocorrelation peak of width (1/50 nsec - 20 MHz) must be at least twice
the image f, we denote by oo the peak value of the video bandwidth, therefore video signals with
the tige f, re benotee n f and hepak vsueond up to 10 MHz bandwidth can be processed with the Amthe crsscorrelation between f and a second system. The peak power of this laser can be as '.image h(x.y) not belonging to the same class as high as 9w, resulting in an average light power

f. cossconsan satisfying - <e. The non- of approximately 10 mW which is adequate for

Is crnsscorrelaton of the same two functins detection by the CCD. A custom fabricated acousto-

denoted where is defin s fy 0<00. optic device was the input electronic-to-opticalsatisfying O<<1. It can be transducer. This device is a shear acoustic wave
shown [6] that given a, B is in the range Teo2 Bragg cell, with 30 MHz dB bandwidth at
2<84 or a2 <O<m if the images involved are real 820 nm (the laser wavelength), in excess of 400%/
and positive. Clearly B can be smaller than t, watt diffraction efficiency and most significantly, .
which intuitively indicates that if this is the the acoustic delay of the device is 70 usec. The .

c wie th paterns can be separated more effec- long acoustic delay is required in this processor .-.. *

tively with the non-linear correlation g'. More so that we can accommodate an entire standard video
formally, we calculate the probability of false line (63 usec). The light diffracted by the AN
alarm (the probability of classifying h(xy) as is demagnified by a factor of approximately 4 with
belonging to the class represented by f(xy)) as two spherical lenses, in order to match the size of
a function of the parameter B for the non-linear the video lines from the AOD (4 cm) with the size
correlation case. This function is plotted in of the transparencies used to fabricate the
Figure 3 for an input SNR-l, assuming a linear hologram (1 cm). The demagnified Schlieren image "
processing gain of 104, a value of a - .7 and for of the AOD is reflected towards the hologram and .....-
a fixed probability of detection PD" .96. On Fourier transformed. The hologram was formed from
the same diagram the probability of false alarm a transparency recorded on a high speed holographic %iplate (to avoid the phase distortion introduced bythat we obtain under the same conditions usingHeNe laser.linear correlator is indicated. We note that in The components that are used for recording the

o.s .o o.s S 0.O o. . hologram are visible in the far end of the optical
-20!' " - bench in Figure 4. The holograms are recorded on-2-0 .J 6 dichromated gelatin to obtain high diffraction .C' -.

NON-LIN[ 14i 1 L|NEAR ' efficiency. We obtain in excess of 20% efficiency V
-40 PROCESS , PR :SS with the dichromated gelatin holograns at 820 nm. . -,' -

OMER ERER The light diffracted by the hologram is reflected
-4o , , towards the CCD. imaged vertically and transformed q

horizontially. The CCD -used in the experiment
.0 ts a commercially available (Fairchild) 1-D device

. -- / Poriented vertically. Special timing and driving
* .o. electronic circuits were built to operate the

.100 , so.) device in the time-delay-and-integrate (TDI) mode
necessary for this processor. The 1-D array """

-120 A Fig. 3 produces slices of the 2-0 correlation surface ino(PFA) the n direction, for a fixed C value. The slices

g".. . ...-.. -.!f C

**o-o 

*

P""e , , : , - *,""' .."""-" " "."" ."*" ° " " .. ""-.4"" -""" "" '" .
'

. "''" "" "" "" . " - " '" "' " "" ". """ " "



D. Psaltis, E. Paek and S. Venkatesh page 5

....

,O -- -,

Figure 4. Experimental Acousto-optic/CCD image correlator.

for different t values can be observed by translat- Figure 4). The output signal from the CCD for 5
ing the CCD horizontally. A 1-0 CCD was chosen horizontal positions is shown in Figure 5b. This
for this initial experiment, rather than a 2-D CCD composite photograph is the 2-D autocorrelation
which can produce the entire 2-D correlation of the pattern in Figure 5a computed by the system
simultaneously, because its output can be easily in Figure 4. Interferometric detection was not
monitored on an oscilloscope which has allowed us used in these experiments, therefore the non-linear
to easily align and calibrate the system. The correlation described by Eq. 4 is obtained. The
input pattern (shown in Figure 5a) was detected pattern in Figure 5a is in good agreement with the%
by a high resolution TV camera (not shown in autocorrelation expected from the simple pattern

in Figure 5a. We attribute the asymmnetries notice-
able in Figure Sb to non-linearities and phase.
distortion in the hologram.
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Incoherent electro-optic image correlator

Demetri Psaltis Abstract. A real-time optical image correlator is described. An acousto-optic
California Institute of Technology device and an array of light-emitting diodes are the electronic-to-optical trans-
Department of Electrical Engineering ducers for the input and reference images, respectively, in this architecture. ,,P,
Pasadena. California 91125 The two-dimensional correlation is formed by temporal integration on a two-

dimensional CCD detector. 'i.;
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CONTENTS generated and therefore can be dynamically programmed. The author

1 . Introduction has recently described. 10 an optical architecture in which the inp;..
. Decr ipution oimage is entered into the optical processor through an acousto-optic .. e .4

3. Descrnge cieture device (AOD) in the form of a video signal produced by a TV camera.
. Dynamic range considerations The filter is stored in the optical system as a I -D Fourier transform "

5 4. Dcuso n ts hologram, and the 2-D correlation is formed on a time-integrating . -
5. Acknowledgments CCD detector array operated in the time-delay-and-integrate (TDI)
6. References mode." The use of the AOD as the input transducer, which is a -
1 I well-developed and consequently high performance and practical -. -
I. Iv~aNRODUCTION~ device,' 2 is the most attractive feature of this architecture. The fact
Two-dimensional correlation and convolution is one of the most that the filter is stored permanently as a holographic transparency -
powerful operations that can be performed optically and is useful in a restricts its applicability to problems where the filter does not need to ,
wide range of applications, such as pattern recognition,'. 2 image be updated dynamically.
restoration/ enhancement.] and synthetic aperture radar.4 The clas- In this paper a new architecture is described in which the input .
sical implementation' of an optical image correlator requires 2-D transducer is also an AOD, but the filter is electronically stored and is
spatial light modulators on which the input image and the Fourier entered into the optical system through an array of light-emitting .- -
transform hologram of the filter function are recorded. The need for diodes (LEDs). Therefore, in this architecture the advantages of
high performance real-time 2-D devices has restricted the applicabil- having a high performance input device are combined with the
ity of optical image correlators because these devices are generally flexibility of electronic storage of filter function.
difficult and expensive to fabricate.'' Furthermore, the holographic
filter is typically recorded on a photographic plate and is therefore 2. DESCRIPTION OF THE ARCHITECTURE
fixed. Image correlators can be implemented by multiplication in the
spatial frequency domain with incoherent light," and this can be A schematic diagram of the architecture is shown in Fig. 1. The input
adatageou ecauespecain ot herncoherent athis a e- scene is detected by a TV camera, and the video signal is applied toadvantageous because speckte and other coherent artifacts are elimi- the AOD in Fig. I. The reference image is stored in a digital or analog "" -nated whil. The e tie ithe need for high quality optical devices (CCD) electronic memory, with multichannel readout capability. .Z '-is eliminated. The relative disadvantages of this implementation are The data are stored in memory in a way that allows each line of the .
inflexibility in designing and updating the filter and the strong bias reference image to be accessed separately, in parallel. The signal from
that is formed in addition to the signal at the output of the processor. each channel modulates temporally the corresponding element ofthe

Rhodes has introduced a method for image correlation in which the LED array in Fig. I. If a digital memory is used, a digital-to-analog* Fourier transform of an image, recorded as a 2-D optical transpar- co.reri.ncue.i ah.hnel-h m m r i ed"u

enc, i prducd i te frm f atemora eectoni sinalat he converter is included in each channel. The memory is read out

ency, is produced in the form of a temporal electronic signal at the cyclically in synchronism with the video signal frown the TV camera;
output of a single detector. The Fourier transform of the filter at the beginning of each horizontal TV scan. the readout of the ...

function can then be stored or produced electronically and mul- memory is initiated. The optical system in Fig. I is a multichannel
tiplied in the time domain with the transform of the input. The time-integrating correlator that forms on the 2-D detector the corre- %
correlation is produced by retransforming the product of the tem- lation between each of the signals applied to the LED array and the
poral signals back to the 2-D space. The primary advantage of this signal applied to the AOD. In particular, the correlation between the
method derives from the fact that the filter is electronically stored or current video line and all the lines of the reference image is formed.

and stored on the CCD detector. The charge stored on the CCD is
Invited Paper OC-104 received Sept 14. 1983. accepted for publication Sept. 24. 1913 e
r*eved by Managin Editor Oct 13. 1983 transferred vertically by one pixel during the blanking interval of th,- '
0 19;4 Society of Photo-Optical Instrumentation Engineers... TV camera. As a result, the correlation between the current video line
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INCOHERENT ELECTRO-OPTIC IMAGE CORRELATOR

and a particular line of the reference image is added to the correlation
of the previous video line and the adjacent reference line. The repeti- CC.
tive occurrence of this procedure results in the formation of the full ACOUSTO-OPTIC ,' "
2-D correlation between the input and reference images, as we will ELECTROIC DEVICE"
presently show. This architecture is suitable for the correlation of /
large (103 X 103 pixels) input images with a relatively smaller refer-
ence image (102 X 102) due to practical considerations which will be
discussed further in a subsequent section. In applications such as " "g
pattern recognition, this is often the situation we encounter we are L1  L2 L3 L LS LIS
searching for a relatively small object in a large scene. REFERENCE

The input and reference images are denoted by f(a, 0) and IMAGE E INPUTI
h(a. 0), respectively, where ( . ) are continuous variables. In this 1-4IMAE

architecture both images are sampled in one of their dimensions TOP VIEW
before they are processed. In sampled form the images are denoted -
by f(a, n) and h(a, m), where 0 < n < N and 0 < m < M are integers
that indicate the -line number." N and M are the total number of
lines of the input and reference images, respectively. We assume that - .I- -K ',
both functions f and h are real, bipolar with zero mean. f is originally
an intensity distribution and therefore positive. When it is convened L2
to an electronic video signal, the dc component can be removed by ac L4 L6
coupling or some other type of filtering. A bias is added to the video SlE VIEW
signal. The bias is equal to the maximum negative value of f. For A.r" '- .
convenience all signals will be normalized to unity, and therefore a

, bias level of one is added. The square root of the biased video signal is "'. ;

formed with an appropriate electronic circuit,"3 and the signal is
heterodyned to the appropriate center frequency and applied to the
AOD. For small diffraction efficiencies, the amplitude of the light Li L3  L4 L5

diffracted by an AOD is proportional to the voltage applied to the IA

device. The intensity of the diffracted light is then proportional to the Fig. 1. Incohnt ,eWero-optic kmag correlato#.
voltage squared. The square root operation allows a linear mapping
of the video signal to light intensity. There are other methods for

, linear acousto-optic light intensity modulation 14'5; however, the
method we describe here is the simplest and is well suited to this starts the next horizontal scan. The index m in Eq. (2) designates the
architecture since we do not require complex signal processing(only different lines of the reference image. Since there is a one-to-one '
bipolar). The intensity modulation introduced by the AOD can be correspondence between these lines and the LEDs that are stacked in '4
written as follows: the vertical direction, the index m also designates the position in the

vertical direction.
The LED array is imaged onto the AOD in the vertical direction %

7 - T by the combination of the cylindrical lenses LI and L3. This imaging -"

rect system has adequate demagnification so that the image of the LED ,'w-. .-'

T (, carray is smaller than the height of the transducer of the AOD. In the
horizontal direction the light emitted from each LED is expanded

I t + 7 - TI/2] and collimated by lens L2 to illuminate the AOD at the Bragg angle.
X + - f(t + r, n] rect I (I) The combination of the spherical lens L4 and the cylindrical lens LIS

*-[2 2Ti images the AOD onto the output plane, where a 2-D CCD detector is
placed. The undiffracted light is blocked at the focal plane of lens L4,
and only the light diffracted by the AOD reaches the detector. In thewhere r = x/v, v is the acoustic velocity in the AOD, x is the vertical direction, lenses L4 and L5 also image the AOD onto the

horizontal spatial dimension, T-is the acoustic delay in the AOD, T, output plane. The use of cylindrical optics allows us to set the
is the duration of each horizontal TV scan, and the origin of the x (or magnification such that each LED is imaged onto a separate row of
r) axis is taken to be at the transducer of the AOD. The origin of the the CCD. Again, there is a one-to-one correspo;;dence between the
time axis is reset to zero at the beginning of each horizontal scan. LEDarrayand the rowsof the CCD.and therefore the integerm also
Formally, t = t' - n(T, + T3 ), where T3 is the blanking interval (the indicates the row number of the CCD. The charge that is photo-
time that elapses between the end of a horizontal scan and the start of generated on the CCD as a function of horizontal position r and rows
the next one), and t' is the continuous time variable, number m during the nth scan of the TV camera is proportional to '4

The reference image, which is stored in an electronic memory, the time-integrated intensity incident on it:modulates the array of LEDs in Fig. I. Each line of the reference W" AN
image modulates in time a separate LED. The modulation is repeti- T, +T3
tive; after T, seconds have elapsed from the start of each horizontal (
scan of the TV camera (i.e., at the end of each horizontal scan), the r.m.n) f I2(t.m)Ii-t.7)dt
memory is triggered to start reading out in parallel the M lines of the 0
reference. The intensity modulation of the LEDs is given byrect - T, - ,T, T T,

T 2 +T/ K -2 .+ t T -T 1
T124M) = rect T +-h 2(t - T, m) . (2) Irect 2 f rect T, 2 -

T 2 is the duration of each line of the reference image. Since this 0
processor is designed to correlate relatively small reference images, I I ,-r
T2 will be much smaller than T1. The blanking interval T3 is set equal + f(t + r, n + hi - TIm dt (3) 'e
to T2 so that the reference is fully read out before the TV camera 2 2 2
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We require that TaTI + T2. i.e.. the aperture of the AOD is formationofabiasonthedetector.Asaresult, the dynamic range of -.-
sufficiently long to allow the input and reference signals to interact the system, DR' (defined as the ratio of the maximum signal level to
fully. We assume for the rest of this discussion that T = T, + T2. the minimum detectable change in the signal), is reduced since a %
Equation (3) can be rewritten in a simpler form by combining all the portion of the detector dynamic range, DR. is allotted to the bias:
rect functions with the limits of integration, as follows: ,j.

DR' = DR ( "R (6)T, T+T 2  I1 +SBR
C(-r,m,n) = + 1f(t + r~n + h(t,m) dt
C n =/ + + n [+ h )]where SBR is defined as the ratio of the peak value of the output

' 0 signal to the bias. We assume without loss of generality that the % %
signal attains its maximum value at r =0, n = M [see Eq. (5)]. From ."/

i + T 2  . (S) we find the SBR to be
T2 I ft+ )h(t,m)dt

InSBR - f(tn') h(t,n) dt . (7)
In the last equation we made use of the assumption that f(t,n) and MT2  '"& " %
h(t. m) have zero mean. The photogenerated charge pattern is trans- ,-,
ferred vertically on the CCD by one row after the completion of each Since both functions f and h are normalized to unity (0<1 fl,
horizontal TV scan. The charge that accumulates in the last (Mth) 0<IhI < I), theSBR is bounded in therange0<SBR < I.Theupper
row of the CCD after the nth scan is the sum of charges that were limit of unity can be achieved only when If(t, n) h(t, nil - I for all t
generated during the M - I previous scans in other rows of the CCD and n'. A more typical value is SBR = 1/2, which is obtained
in addition to the charge generated during the current scan: approximately when h is the combination of a whitening filter fol-

lowed by a matched filter. The dynamic range of the CCD is approx-
imately 103: 1. As an example, we calculate DR' to be equal to 333:1MT 2  I for SBR = 1/2. This dynamic range is adequate for detecting reliably

nI T2  the correlation peak against the noise background. In many applica- ,

tions, however, the input object f is contaminated by additive inter-
T, +T2 ference, which we will denote by g(t, n). g can be broadband noise or

i= -I i ,+T2  idtother objects. We denote by k the ratio of the peak value of g to the %
X f f(t + r,n - i) h(t,M - i) dt peak value off. If g is a stochastic process, its peak value is taken to be '. '"

i=0 T, one standard deviation:

(5) ma
MT 2  I k ax(g (8)

4- + - maxIThe normalized signal applied to the AOD is now given by e,*

n'= n T, IT I '"".
f(t + r,n') h(tn' + M - n) d ( 1 (t,n)+g(t,n (9)

f 2 2k+ 1) 'p* .n'=n-M+, T, If .-1-

Substituting the above in Eqs. (I) through (5), we obtain the follow-

where i is an integer, and n' = n- i. C(r, n) is the signal that forms at ing expression for the peak value of the output correlation: ". ..
the last row of the CCD after the nth line of the input image has been MT2
processed. This signal is transferred to a CCD stage that transfers the C(r = 0,n = M) =
charge horizontally for sequential readout. The output signal is the 4
sum of a bias term and the 2-D correlation between f and h. The 2-D
correlation is displayed'as a function ofr (horizontal position) and rT, +T,
the TV line number n. For instance, if a sharp correlation peak is I I
obtained at r = ro after the noth line has been processed, we conclude (k + I)MT , f(t, n') h(t, n') dt
that the input image contairis an object matched to the reference h T,

and centered at r = ro in the horizontal direction and at the (no - M)
TV line. T +T2  1
3. DYNAMIC RANGE CONSIDERATIONS + (k + )I)MT2 f g(tn)h(tn')djt (10)
The architecture described above is implemented with incoherent n T,
light. In incoherent systems, bipolar numbers cannot be directly
represented since the signals that are processed modulate the light The first term in the above summation is the bias. The second term is
intensity To overcome this difficulty, the signals are set on a bias. In the signal, and the maximum value it can attain is a/(k + I), where
certain architectures, particularly if complex numbers must be pro- 0<jal < I according to our previous discussion. Thethird term isthe '- -
cessed. the data are also on temporal and, or spatial carriers. 1." In filtered interference signal, and its maximum value is k (k + I). If k is

- this case only a bias is necessary since in image processing and large, the interference that filters through to the output can. in
pattern recognition both the input and reference functions are gener- principle, be approximately equal to one. In pattern recognition.
ally real. The bias permits bipolar images to be represented, a crucial however, the filter h is chosen to enhance only selected objects j.

requirement in pattern recognition where the reference image must contained in f, and therefore the interference term is suppressed by a '-%*'" "
be bipolar to provide adequate discrimination between different factor approximately equal to the square root of the space-band-
classes of objects. The insertion of bias at the inpqt stage results in the width product of the filter. Thus, this term is treated as a noise
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%VIP

contribution to the output that reduces the detector dynamic range accuracy in each pixel, this corresponds to a total of 32 kbits of
but does not significantly affect the bias. The system dynamic range memory. The contents of the memory must be read out at a rate equal
in this case is given by to the bandwidth of the video signal. For an input image with

512 X 512 resolution elements processed at 30 frames per second, this _..-
aDR rate is 7.8 MHz or 127 ns per sample. Both digital memories and

DR (I + ai/ad) (a + k + I) (II) CCDs can be read out at this rate. The acoustic delay of the AOD ,.
must be equal to the duration of each raster line (50 s excluding the - %

where oi and od are the standard deviations of the filtered interfer- blanking interval) plus the duration of each line of the reference (5
ence and the detector noise, respectively. In the absence of interfer- ls). TeO 2 devices can, in principle, be fabricated with up to 100 js
enceo -0and k =0. and Eq. (II) reduces to Eq. (6). In the presence acoustic delay.26 We have tested in our laboratory TeO2 devices with
of additive interference, however, DR' is reduced significantly. Let us up to 70 As delay. Finally, the CCD must have 512 + 64 = 576 pixels .',"""-,

consider a specific example. We will take or =0.5 and DR = 103: I (od in the horizontal direction and 64 pixels in the vertical direction. The -.N
10-3), as before, and we will set k = 10 and o. = 10-2. The value for CCD is read out at standard video rates (7.8 MHz) also. These

vi is calculated by assuming the processing gain of the correlator to requirements can be satisfied with CCDs that are available
be 50. For this case DR' is found to be equal to 3.95: 1. This is barely commercially. %

adequate for reliable detection of the correlation peak. This example The advanced state of the an of the components used in this
demonstrates that the bias buildup that unavoidably occurs from the architecture, which can lead to the implementation of practical
use of incoherent light can result in an unacceptable loss in perfor- (power efficient, compact, inexpensive) processors, and the flexibil-.,
mance. In most pattern recognition applications, however, the value ity provided by the electronic storage of the reference are the most - -

of k = 10 used in the example is not typical. Usually the objects that attractive features of this approach. The limited dynamic range that I
are encountered are not so deeply buried in the noise. A value of k = I results because incoherent light is used in the implementation and the
is closer to what is usually encountered in practice, and this corre- relatively small size of the reference image that is a consequence of
sponds to a system dynamic range well over 100:1. This dynamic device (LED array) limitations are limitations that are inconsequen-
range is sufficient for reliable detection, and therefore the incoherent tial for a majority of pattern recognition applications.
correlator described in this paper is applicable for pattern recogni-
tion problems provided the input signal-to-noise ratio is not exceed- 5. ACKNOWLEDGMENTS
ingly small. The research reported in this paper is supported by the Army
4. DISCUSSION Research Office and the Air Force Office of Scientific Research.
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Real-time optical synthetic aperture radar (SAR) processor

Denerti Pseltis Abstract. A real-time optical synthetic aperture radar (SAR) processor is de-.
Kelvin Wagner scribed. The processor utilizes an acousto-optic device as the input electronic-

California Institute of Technology to-optical transducer and a CCD camera that serves as the optical detector and -

Department of Electrical Engineering simultaneously performs the focusing of the SAR image in the azimuth ,.a

Pasadena, California 91125 direction. %, ,
Kevword" two-dimensional signal processin synthetic krture radar; acousto-optic

device& imaging image processing
OptJical Engineering 21(5A 822-828I e$erriber/Ocober 1982).. ,.

4N
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CONTENTS and heavy processor. Thus, even though it is conceivable to build a low ,a, -

I. I ntroduction resolution real-time digital processor, for many of the applications this

2. Synthetic aperture radar (SAR) signals is an impractical solution.
3. Acousto-opticiCCD SAR processor Very significant advances have also been achieved in the area of
4. Discussion electro-optics which have resulted in corresponding improvements

4.1. Azimuth resolution in the state of the art of optical computers. Specifically, acousto-
4.2. Image size in azimuth optic technology has matured, and consequently high quality de-
4.3. Range resolution vices are now available to be used as the input spatial light modulator;

4.4. Image size in range semiconductor detector arrays(CCD's and photodiode arrays) have -. .

4.5. Flexibility proven to be excellent as detectors in the optical computer, and the
4.6. Dynamic range semiconductor light sources. (LED's and laser diodes) which have.6. Dynmime ange been developed primarily for optical communications, are a very

6. Acknowledgments efficient light source in many optical processors. These and other

7. Appendix A: derivation of Eq. (14) developments have made it possible to construct real-time, high
8. Appendix B: derivation of Eq. (IS) performance, power efficient, compact and relatively inexpensive
9. References optical computers such as the acousto-optic spectrum analyzer2 and

the ambiguity function radar processors.3 In this paper we describe
I. INTRODUCTION an optical SAR processor in which the modern components avail-

able for optical computing are fully utilized, and, therefore, we
Synthetic aperture radar (SAR) still represents the most successful believe that the resulting processor has great potential for applica- ,, ,
application of optical computing, even though more than 30 years tions where on-board, real-time SAR image formation is required.
have elapsed since the initial demonstration of the optical SAR pro- In Sec. 2 the fundamentals of SAR are reviewed, in order to
cessor. Optical computers are used routinely today to form SAR establish the notation we will be using in the paper. A comprehensive
images from radar signals that are collected by aircraft or spacecraft treatment of SAR can be found in Refs. 4 and 5. In Sec. 3 the ,
and recorded on photographic film. The requirements of modern operation ofthe optical processor is described in detail, and in Sec. 4
radars, however, are often not met by the present film-based optical we discuss its performance characteristics. Our experimental results
processors. These requirements include higher image quality (resolu- to date are reported in Sec. 5.
tion. dynamic range, artifacts, etc.), real-time image formation, flexi-
bility, and on-board processing capability. In order to meet such 2. SAR SIGNALS
requirements. digital computers are increasingly being used to form ri',
SAR images. The dramatic advances in microelectronics in recent The side-looking SAR geometry is depicted in Fig. I. The vehicle
years have made it feasible to construct digital SAR processors that (aircraft or spacecraft) is traveling with a constant velocity v along
can provide better image quality (due to the highest accuracy and the the 7 direction and at height h. Coded pulses are emitted periodically .-..J
flexibility in programming a digital computer) than film-based SAR through an antenna mounted on the side of the vehicle. In this paper
processors. In addition. digital processors can be built (as they have in we assume that the pulses are chirp coded. The transmitted wave-
some cases) that have real-time and on-board processing capabilities forms S(t) in complex notation is given by
It is not the purpose of this paper to present a comparison of optical
versus digital techniques in SAR (the interested reader is referred to S(t) = rect r expjb(t-nT)2 ] exp(j2i-vt) (1)
Ausherman's paper'), but it is necessary to point out that a number of n LJr0
problems remain with digital SAR processors. The complexity of n

tese systemsresultsinaverycostlypowerconsumingrelativelylarge where r is the pulse duration. I/T is the pulse repetition frequency -

(PRF). b is the chirp rate. and v. is the microwave frequency of the . .

Invited Paper TD-103 received Apr 12, 192; accepted for publication Apr 19. 1982. radar. The transmitted waveform illuminates a patch of the surface r. d..

received by Managing Editor May 10. 1982
0 1982 Society of Photo-Optical Instrumentation Engineers to be imaged (the ground), and part of it is reflected back towards the -
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L, and the brokn lines indicate the peth of the rawi o thescren
where R is the instantaneous range from the antenna to the point weo.) o-p-rh e d s
scattereiatn(o,o). A(t) is the far-field pattern of the antenna. From
the geometry of Fig. 1, R can be written as sI ad p w m'.

r(t) ( A a(nT) rect tiiable i pT

R(t) = o( t-his + rlie = s/(i pVtl f+Re2 eR(3)eq.... .X exp[jb(t -2Ro/€ - nT ] exp[-j(2 r-o, cRo ) (vnT - r o ] """"

w htUs ing th o qA t e range when the vehicle crosses (1 =  6]oa X expo2 1rvot )  (6) . -

In most cases, the variation of the range R(t) with time can benot m
nelce ihthe duration of asingle radar pulse and therefore Th eevdsignal r(t) must be processed to produce an image of the .

r(t) = X(nT)recadiit h ra~~nge 3. isUT OTI C tyicll muROCESSORe

point scatterer on the ground In the next section we will describe inthan the distance I - r7o. Thisallows us to expand the square root detail how the real-time optical processor that is presented in this -
Thearition of th antenapaper forms the SAR image from the signal r(t). In deriving Eq. (6). a.(vnT-- %)2 ~number of simplifying assumptions and approximations were made,"-"""""

L R~) =R~n) =Ro 4(Vn-- lo (4) which may or may not be justifiable in practice depending on the

nRtd and ence t) Tht21o (4 particular application. We will proceed with the description of the
system based on this relatively simple form of the SAR equation hEqt m

SUsing the above equation and Eq. (1). we can rewrite Eq. (2) as (6)i, nnd in Sec. 4 we will discuss the necessary modifications to the".
System for cases in which the conditions set in this secton are not met...[t- 2RoiC -,Ar -nT ]  '.r(t) = A(nT) rect 3. ACOIUSTO-OPTIC/CCD SAR PROCESSOR , *'

T schematic diagram of the processor is shown in Fig. 2. The system a V

which itepet-2Ryr ao/ requency. nThetermexp(-]  is illuminated by a pulsed laser. The light amplitude of the source is
twlule y fte.'D.anda"rfernc signal by

X exp(j2-V Ot)Nexp(-j21rvN 2RS/e) oexp(-j2br.18) (o)l.t-1Tl"/'8230Pet) rect t- '(). 
7.

% The variation of the antenna pattern At) duringa sinle pulse can be rneglected, and hence A(t) = A(nT), The quantity A.r = (vnT -n ':"q
no)*, Roc has units of time and is very small compared to 211o/c if where ro Istedrto fec ih us. h peia esL -.--

It Ro >>1779- 7701. Therefore., Ar can be neglected in Eq. (5) except in collimates the light from the source. and the cylindrical lens L, - ."
IA the term exp(-j21rvo0.1 ) because in this term A r is multiplied by vo  focuses the light in the vertical (y) direction so that it can pass ..-.

which isthe verylarge radio frequency, Theterm exp(-j41rvoRo/c )  through the aperture of the acousto-optic device (AOD) placed in",.:',=
is an, inconsequential constant phase term and can be omitted. With plane PI. The received radar signal r(t) is heterodyned to the center"'-." -
these modifications. we can write the final form for-r(tWas frequency v, of the AOD. and a reference signal Be"p027r"21) is %-"- a
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added to it. The frequency v2 is chosen such that the difference v2 - 2frlv 2-v,)t 2 .
v, is equal to the bandwidth of each radar pulse: X cos [ - + (vnT - io) +

V 2  - v i -b r / . ( 8 ) V a 0.

+ bias terms . (14) %

The need for the reference signal will become apparent shortly. The -
resulting signal r'(t) is related to r(t) by the following equation: The derivation of Eq. (14) is straightforward but tedious, and it is ,

presented in Appendix A. This charge pattern gets shifted along ther'M~~~~~~~' ='. r drv v'.+Bxpj1vt

r'(t) = rlt) exp[-j2r(v o - v1)tJ + Bexp(j2s'v 2 t) (9) y, direction by (N - n) pixels on the CCD, after N exposures have
taken place. The total charge that accumulates at each pixel located

r'( is applied to the piezoelectric transducer of the AOD of Fig. 2. at coordinates (i, j) after N exposures is ,.
The light diffracted by the AOD is modulated by6

N(X) ( v-- -) Q(x') =  Qi, Y(N- n)Ay, n],- -.

S(t,x) = rect P(t) r' (t (10) n

where x is along the direction of propagation of the acoustic wave, X is Bva rro  
2 R ov \ 2 Nv ov 2 T2

theapertureoftheAOD, andv isthespeedofsoundintheAOD.The 2 sinc v
- - sinc

undiffracted light is blocked in the focal plane of the cylindrical lens 2 _ c;y-"

L3.The combination of lenses L3 and L5 accomplishes two tasks. First,
since the two lenses are separated by the sum of their focal lengths, a Ay
single plane wave incident on L3 will be recollimated when it exits the X\y - -j" + N y cos "4r " !
lens L. In addition, the impulse response of the system in the x
direction from plane P! to plane P2 is made to be equal to + bias terms . (15)

h(x. .) = exp[jbi(x- i ] exp(-j27rvx/ v), (11) In the above equation Ay is the pixel separation in the CCD. u, = (v2

- v1)/v., and it is a constant phase term. Q(i,j) is the final output
where i is the horizontal coordinate in plane P2. The constant b, can of the processor. and its form demonstrates the imaging capability of
be set by appropriately choosing the focal lengths of L3 and L5 and the system. In the i direction, Q(i , j) is a sinc function with width
the distanced. The term exp(-j21rvj x/v,) reflects the fact that the iv /brand centered at 2Rov,/c. In other words, we obtain the
optical system following the Bragg cell is tilted so that its optical axis image of the point scatterer located at I = fo on the ground, focused

coincides with a wave diffracted at the Bragg angle, In Eq. (II) we in the f direction. The resolution in the f direction is equalto b
assume that the effects of the lens apertures are negligible. In the c/2br. This is a well-known result for range resolution in rasar
vertical direction y. the light is recollimated by the lens L4, and systems.5 The carrier at spatial frequency 2u° arises from the inclu-
therefore the amplitude of light entering plane P2 does not vary reference aintheadevicewhichallowed"- -

along y. At P2 a transparency is placed immediately in front of the us to record on the CCD the phase of the detected signals. This is
CCD camera. The intensity transmittance T(,y) of this mask is necessary in this system because the Doppler information that is

essential for the focusing in the azimuth (17) direction is encoded in
- I~ ~ ...12K]the phase of the range compressed signal Q(iy,n). In addition,

T(iy} = 2~2 cos + , 12) since the output forms on a carrier, it can be easily separated from

the bias term in Eq. (15).
where u0 and b, are constants that will be specified later. The In theydirection. Q(i, j) isalsoasinc function whose position is
instantaneous intensity incident on the CCD is given by proportional to i o, the location of the point scatterer on the ground

in the azimuth direction. The width of this sinc function is equal to
c.lyRo/Nvov2T2 , and it determines the resolution in azimuth. In
ground coordinates 1. the width of the sinc function corresponds to . . -.

(., xT(i,y) S,(t,x)h(x,)dx (13) an azimuth resolution

cRo
The CCD is operated in the shift-and-add mode.' In this mode of 6 A Ro/2D
operation the device is exposed to light periodically. The photogen- 2NV . .

crated charge is accumulated on the detector for a short time inter- D vies ea ec ocnh dt
val. and after each exposure the entire photogenerated charge Ds NvT is the distance that the vehicle collecting the SAR data.

pattern is electronically shifted by one pixel along one of the dimen- travels during the time interval NT, and it is equal to the synthetic

sions of the CCD. The photogenerated charge due to the next aperture of the system. Therefore. the azimuth resolution obtained .- .L. •

exposure issimplyaddedtothechargethatisalreadystored ineach with this processor conforms with previously derived results5 for ." i

pixel, and then the process is repeated. In our system the charge SAR systems. The entire pattern in shifted in the y dimension by the .

transferring is done in synchronism with the PR F of the radar, and distance NAy. For a CCD with N pixels in the horizontal direction. .'-

the integration period is set equal to the period T of the radar. The this implies that after the signal is integrated on the CCD for N

charge generated on the CCD during the nth radar pulse is given by pulses to produce a focused image, it arrives at the e'dge of the device .

(at y = N.y) where a separate CCD stage transfers an entire line of . .
the data (a slice of the image for each azimuth position) to the output

t+nT 2 pin of the CCD device. The azimuth slices are continuously pro-

Q( 6,y,n) / l(ij ,t) dt duced as longas the flight continues, producing in real timean image
f of a long strip on the ground parallel to the direction of the flight.
t-nT 2

r1  -~ 4. DISCUSSION
2Bv 0 rr 0 T(i ,j)A(nT)sinc - In this section we discuss some of the issues relatie to the perfor-Lc*- c mance of the optical processor we hase described. We will address
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A
several performance criteria separately and comment on the effects tude if a pulsed gas laser is used. The additional factors mentioned in %
of the processor architecture and the devices used in the system. A our discussion on azimuth resolution also become increasingly
complete in-depth analysis of the performance is beyond the scope of important for finer range resolution.

, this paper.
4.1 Azimuth 4.4. Image size In range .,
4.1. Azimuth resution The number of pixels in the range direction is limited by the space-
In the previous section we derived the formula for the resolution that bandwidth product of the AOD or the CCD in the nonshifting
can be obtained in the along track (azimuth) direction: direction, whichever is smaller. At the present time, the CCD

imposes this limit at approximately li pixels. The range coverage
cRo  can be extended by using several processors operating in parallel.6,7 = 2Nv T "(16) "'

" 2N~1) 4.5. Flexibility %

N is the only parameter in the above equation that is related to the A potential application for the AOi CCD processor is on-board
processor. N is the number of radar pulses that are used to form the real-time image formation. In such applications the radar geometry I*- --

,' SAR image of each point scatterer on the ground. In the AO/ CCD can be expected to change from time to time or even continuously.
: processor. N is also equal to the number of pixels of the CCD in the Enough flexibility must be built into the system so that it can be

shifting direction (j). Commercially available CCD cameras have adaptable to the changing conditions. One method for achieving this " .
approximately 500 pixels. Several devices with approximately twice is by the use of a real-time 2-D spatial light modulator' in place of the

" this number have recently been developed' or are currently under fixed mask in Fig. 2. The impulse response of the processor can then
development. If a CCD with 103 pixels is used, the azimuth resolu- be altered to track changes in the radar geometry.

., tion obtainable with this processor is 22.5 meters on the ground. This 4.6. Dynamic range: figure was obtained by using the parameters of the SEASAT radar,
that was flown by NASA. The azimuth resolution will, of course, be The dynamic range is defined as the maximum unsaturated bright-
different for different radars. To obtain lower resolution, larger ness in the SAR image divided by the minimum detectable level
CCD's would have to be used. It is unlikely that a significant increase above the noise. In general, a large dynamic range can be observed in
in the size of monolithic CCD cameras will take place in the near a SAR image because the noise detected at radio frequencies is very

r future. It is possible, however, to construct larger arrays by inter- effectively suppressed through the pulse compression in both range
' facing a number of separate chips. As N is increased and finer and azimuth that is performed to bring the SAR image into focus.

T resolution is achieved, other factors in the processor become limit- The potential for high dynamic range, however, can only be realized .
ing. such as optical aberrations. mechanical/electronic stability, and if the processor that forms the SAR image can provide it. In an

", light source coherence over the time period NT. Finally, for low optical processor, essentially every component of the system con-
resolution imaging, some of the approximations that were made in tributes to diminish the dynamic range available at the output by
Sec. 2 may not be valid. For instance, if the approximation that the adding noise or by introducing nonlinearities and aberrations in the %
range of each point target remains constant as the plane flies past it is system. In the AO! CCD processor, the CCD detector is the domi-
not valid, an effect known as range curvature' results. Range curva- nant factor that limits the dynamic range. The maximum brightness

d ture can be corrected in our processor simply by tilting one of the of the SAR image is equal to the maximum charge that can be stored
cylindrical lenses in the system which introduces barrel distortion in each pixel of the CCD, minus the charge that corresponds to the

,, that can exactly cancel out the range curvature, bias terms in Eq. (15) and the dark current that accumulates during
the integration time. The bias is signal dependent and is largest at

S 4.2. Image sze in azmuth portions of the SAR image that have maximum average intensity.
4 Therefore, relatively sparse objects can be imaged with a larger
The AO/ CCD processor continuously produces slices of the SAR dynamic range. For a single point scatterer on the ground. the bias "
images in the azimuth direction, and therefore the size of the SAR can be only 1/2 of the full dynamic raa_[e of the CCD, but for a
image is not limited by the processor in this direction. distributed target the bias increases as 41M, where M is the average

number of point scatterers on the ground that are located at the same
J 43. Range resolution range in a distance NvT along the azimuth direction. The minimum

The resolution in the range direction (f) on the ground is given by detectable level at the output of the processor is determined by the

fixed pattern noise of the CCD (the variation of the dark current
from pixel to pixel), optical scattering, quantum noise primarily due . -

a = (17) to the bias, and thermal and amplifier noise from the electronics.10

Our calculations" show that the dynamic range of the images that
The bandwidth of the chirped radar pulses is equal to br/ 7, and will be produced by the experimental processor we are presently , """

therefore the resolution in range is limited by the temporal band- constructing is -200:1. A commercially available CCD camera is
width of the processor. The bandwidth of the AOD used in the used in the experimental processor, and post-detection signal pro- ,- .

system is not the primarily limiting factor since devices with several cessing is applied in order to minimize noise. The dynamic range can .. ' *,
gigahertz bandwidth are available. More importantly, the duration be increased to over 10: I by cooling the CCD to eliminate the dark
of the light pulse ro must be shorter than the inverse of the band- current and by using a CCD specifically designed for this application.

width of the signal to avoid smearing of the range compressed signalr, [Eq. (14)]. For typical radar bandwidths, r, should be several nano- 5. EXPERIMENT
seconds. Several laser sources are capable of producing nanosecond The CCD camera is utilized in this system not onl) as the optical
pulses with adequate peak power. We are primarily considering laser detector but also as a multichannel correlator by operating it in the
diodes because they are compact and power efficient. Laser diodes shift-and-add mode described earlier. The signal that comes out at
can lase in a single mode under cw operation (and therefore be each column (at position i1 of the device is the correlation between
coherent), but when they are pulsed, several modes exhibit gain thetransmittanceofthemaskasa functionof ,at the same position
during the transients. The need for coherence in the system imposes x and the signal corresponding to the temporal variation of the
with present state-of-the-art devices a minimum pulse width of -20 incident light intensity. We have performed an experiment to dem-
ns. Therefore, ifa laser diode is used in the system, the bandwidth of onstrate the operation of the CCD as an optical multichannel corre- ,-

the radar must be equal to 50 MHz. which correspoilds to range lator. The experimental setup is shown in Fig. 3. A light emitting
resolution equal to 3 m. This can be lowered by aiiorder of magni- diode (LED) is used as the light source. The intensity of the LED is
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illuminates the mask denoted by M in Fig. 3. A photograph of this
Dmask is shown in Fig. 4(b). The intensity transmittance in the vertical

2,4,' 4 direction is a chirp signal whose chirp rate is proportional to the
horizontal position. The signal at the center of the mask matches the
waveform that is used to modulate the LED. The mask is imaged by
lens L2 onto the CCD, which is operated in the shift-and-add mode.

The output signal from the CCD at each horizontal position is the
correlation of the waveform modulating the LED and the transmit-
tance of the mask at that horizontal position. The output waveforms

__from the CCD from selected vertical locations are shown in Fig. 4(c).
This 2-D waveform is known as the ambiguity function' of the chirp . ,

signal, and Fig. 4(c) displays the familiar tilted-ridge structure of the %
%- ambiguity function for this particular waveform. ,
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HORIZONTA L 7. APPENDIX A: DERIVATION OF EQUATION (14)
PIXEL .

t+nT 2
Q(i,, 'n) 16 0(,y t dt .(14) . , ..

-40 t - nT 2

Substituting Eq. (13) in Eq. (14):

Iit+nI 2 12 :: ':-20

Q(i,,.n) = T(x_.j) JS(t.x) h(x.x) dx dt (Al)
ti-nT 2

0 We will first evaluate the integral over x in the above expression.
Using Eqs. (10) and (11):

20 g(t,x) (t,x) h(xi) dx

'c) E (t) romx Eq b ( 7 and
(b) f40 "'-. ''

Ti EX exp j va dx .(A2)
TIME v /

( C) Substituting the expressions for P(t) and r'(t) from Eqs. (7) and (9Y:" " ' • "

Fig. 4. Ambiguity processor signals: (l input (LED) waveform; (b) mask;
(c) ambiguity function. t- nT

g(t, ) = rect f rect
temporally modulated by the chirp signal shown in Fig. 4(a). The n 0 X

chirp signal that modulates the LED represents the variation of the
intensity detected by the CCD [the function Q(i . j, n) in Eq. ( 14)] as x
afunction ofpulse numbern. Theduration ofthis waveform isequal X I + - exp 2r(\ N,) I +. .
to NT. and its bandwidth is equal to Vov 2NT: cR0.5 The bandwidth
of the waveform in Fig. 4(a) is 30 Hz, and its duration is I s. The
CCD we used in this experiment has N = 512 pixels in the vertical B r IX )I.
dimension, and therefore the duration of one second corresponds to + Bexp 2v t +--,
a radar pulse repetition frequency equal to IT = 0.5 kHz. These L \_IJJ
parameters were chosen to be approximately equal to the parame-
ters of an experimental aircraft radar which is flown periodically by X rr% - / 2 - x
the Jet Propulsion Laboratory. We intend to use data collected by expjb(x xlJ exp dx , (A3)

this radar to test the processor when it is completed. 0 /

The light from the LED is collimated by lens L. in Fig. 3. and it and the expression for the received signal r(t) from Eq (6) is
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/t-nT t~ -X [t2R, ic -nT+ x/ v.g(t.) = A(nT) rect r exp [jb(t -2Ro,c-nT+x/v ]"-

Lec rec j X)+B

n 70-,., V .,..

X exp I--o (vnT-% exp[j2irvo(t+x/va)] exp [-j2r(v,-v) (t+x/v,)] + Bexp U2rv2(t+X/va)]

X exp [jb(x-i) 2 ] exp(-j21rvix/v,) dx (A4) ,

The laser pulse width r o is chosen sufficiently smaller than the bandwidth of the radar pulses (r o < br/ rr) so that the temporal variation of the p.
signal in the above equation can be neglected over the duration of each light pulse. With this approximation Eq. (A4) can be rewritten as follows:

I t-nT [ Xva - -2R/---- exp [b(xv. - 2R,/ c]." -nrect ) "'/r" "e.' A(nT) rect

X exp I (vnT- + Bexp [j21rlv2-vl)x/v.] exp [j27r(v 2-v,)nT] exp [jb.(x- .)
2 ] dx (AS) 11-

* We can assume that IXI > v r2Rov./c i.e., the range delay is such that the reflected radar pulse is entirely in the aperture of the AOD at the
instant the laser is pulsed. This can be ensured by appropriately setting the relative phase of the radar and laser pulse repetition frequencies. The .s -
parameter b, (the focusing power of the optical system in the x direction) is set equal to b/va2 . Finally, the offset frequency v, - v, is made to be .A -
equal to m/T. where m is an integer. This can be accomplished by deriving v, - v2 from the pulse repetition frequency I, T. The function g(i. t)
can then be written as follows:

t t-nT bir e( bj I bR0-f ec (x, 0 -2JO c)
g(, t) = rect A(nT) exp -j --- (vnT- exp _ ) e

n V ?o2 exp".-rct

IE
n acR ,,C

F 2b 1ec t'i...- -/-nT
Xexp -- (-2R v 0 /c) x dx + Bexp [jZr(v- lt, Valexp [jr2(v= rect - "

dL V0  i2 a La2I(J n TO

br 2b
X A(nT)varsinc 0-ao c exp (vnT- o? exp -i-2Rov./c)(2gov./c

X exp [-i L-j 2 -4Ro 2 v0
2 /c 2 ) + Bexp [j2r(v -V2)V/V.] exp [jm'vM-v)/bJ (A6)

We substitute the above expression in Eq. ( 14):

t/n 2 t-nT ,2bral(i,j nT) =T(,j) -nT2 n rect I ' A/ T 1 V ' 'L o 2 ~ ~ c  B: + 2 A n), -.'° .. ,

X sinc (x-2Rov'/ cos L2"rv 2 -vii + IR B(vnT-) + 2 d = 2T(i.j)B,,ooA(nT)

L iva j L V* oR

X sinc 2 (i-2Rovc cos[ + 27rVolvnT- v)2/cRo + 0] + bias terms . (14)
Ico [2OE(v2 Pvd iiV nTINEER / tbe
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~' In the above equation, the phase terms from Eq. (A6) that do not Equation (B3) and the value we previously chose for uo provide all
~' depend on the index n have been lumped in the parameter 0. the information necessary to construct the mask that is used in the

4~ system. Equation (B3) is substituted in Eq. (122), and all inconse-
3% . APPENDIX B: DERIVATION OF EQUATION (15) quential phase terms are included in the parameter i. Equation (B2)

* then reduces to the following equation:

Q~i,) ~Q~x~-n.y+N.y~n) . 15) ~ =(BuarroI2) sinc [brI/rv,(i-2RovIc)]

nN

Substitute Eq. (14) in the above equation and the expression for the XXnTcs[4ux+4rvT/cy )
transmittance of the mask from Eq. (12):

X (i(o Ay vT) + NAy) n+] .0 (114).0

Q(x, Y)= N Bar- 2I The summation over n in Eq. (84) is recognized as the discrete cosine
n transform'3I of the antenna pattern A(nT). In order to get an approx-

imate result, we can assume that the antenna pattern is so broad in
% co 2 ruxfb2 (y-n-NA)'f the azimuth direction that its main lobe uniformly illuminates a

distance vNT on the ground. Therefore, A(nT) is approximately aE ~T)sn b-r- 1i-2kvr constant for 0 > n > N, and Eq. (84) can be evaluated as follows"3 :

X Cos [27rv 2 -vl)i,,v.+2rvo(vnT-io)2 ,cRo+.O] .(B1) Q(i, j) = (Bv. rro/ 2) sinc [(bs'/mrva) (x -2R~v., c)]

The spatial frequency uo on the mask must be selected so that the si [(2Nrv,,v2T2 /clyR0.) (j -s 0 .y, vT) + N Ay)]
sum frequency u0 +v 2 -v)/y of the two cosine functions in the x

K~above equation is sufficiently large so that the signal term that is sin [(2n'v~v2T2 ;c.%yR 0 ) (j'-(70 A1y/vT)+N.1y)1
riding on the sum frequency can be separated from the bias terms in

S the spatial frequency domain. To accomplish this, we set uo X cos (47ruox + 0) .(B5)

0' ( 2 - v1 ); a- We write the product of the cosines as a sum, and the
term of interest in Eq. (BI) takes the following form:

The ratio of the sines in Eq. (85) can be approximated by a sinc

Q(5t~y) (Bvrro2)sic [br!lrv) (~- 2~v~c)]function for large N, and this leads us to the final form ofEq. (I15):

X '5 A (nT) cos [4 7u rfb2-y' Q(3x5) = (NBv 0 r 0/2) sinc [(br,.i7rv.) (x -2Rov, c01

n X sinc [(2Nv~v2T2,cAyR0 ) ( -(77,Ay, vT) +N.1y)]

+ 27rb 2(ri-N)Ay3 /i-rb 2 ,1y2 (n-N 2 / i+2rvov2T2n2 ,cR0  o 4ro+).(S

4 nv ounTi,7 cR 0 +27rvoi~0
2
1 cR + . (112)
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Ahatzxk
The theory of operation of the Real-Time Acousto-Optic SAR Processor is reviewed and

recent experimental results are presented. The results include a demonstration of the
real-time imaging capability of the processor with simulated radar signals. An advanced
version of this processor is then described in which a programmable reference function is
entered via a second acousto-optic device to eliminate the need for a 2-D SLM. In this N."%
implementation the reference function is updated by electronic means to give the processor
the flexibility to adapt rapidly to changes in the parameters of the radar/target geometry.

An scousto-optic processor which employs time and space integrating techniques 1 ts form
Synthetic Aperture Radar (SAR) images in real time has been described previously , . In
this architecture the unfocussed radar signals are entered into the optical system via an . ---/
acousto-optic device (AOD) and the focussed image is formed on a 2-D CCD. The range and
azimuth focussing are performed with spatial and temporal integrations, respectively. This . ,
processor has been evaluated with input signals that simulate the radar returns that are e,. .
received from individual point scatterers In the target field. Since the system is
linear, the processing of signals from a point scatterer constitutes a measurement of the S
impulse response, which completely characterizes the focussing ability of the processor.
The results of this evaluation are presented in the next section following a brief review ..
of the theory of operation of the processor. .

In some applications of SAR the real-time processor must adapt rapidly to changes that
occur in the radar/target geometry in order to continue producing a well focussed image. A; '
One way to accomplish this in the AO/CCD architecture is through the use of a real time 2-D i
SLY, in place of the fixed mask on which the reference chirp signals are recorded. In this
paper we describe an alternate and preferable approach in which an interferometric scheme .
is employed to produce a programmable reference function and to eliminate the need for a 2-
D SLM. In this advanced version of the processor we exploit the fact that the desired 2-D ..%.'
reference function is a I-D linear FM signal whose scale varies in the second dimension to *
account for the range/azimuth coupling of the SAR geometryl thus a I-D SLM can be used to
enter the reference function into the processor while the scaling is accomplished by an ,.- ..
appropriate lens configuration. In this paper the programmable architecture is described
and the results of the experimental demonstration of the interferometric generation of . "
reference functions are presented. I

21Mt =a~ BRAC3 1ltt"Iil LABArchitecture

A typical side-looking radar/target geometry is depicted in Figure 2. The radar is
carried on an aircraft or satellite flying at a constant velocity parallel to the ground.
The radar illuminates an area of the ground to the side of the flight path so that a swath
is swept out as shown in Figure 1. The illuminating radiation is temporally modulated by
periodic LFM pulses so that, as the beam passes over a point scatterer, a sequence of LF.
radar returns wil.l be received from it. The changing radar/target aspect angle leads to a
slow phase modulation over a sequence of pulses received from a point scatterer that is
superimposed on the high-speed quadratic phase modulation within each pulse. This slower
phase modulation is approximately quadratic with time and has a chirp rate that is
inversely proportional to the range of the point scatterer. The chirp rate is sufficiently
low that the phase change within a single pulse can be considered negligible.
Consequently, for a single point scatt rer located at (xg,yg), the I-D sequence of radar
returns can be expressed in a 2-D formats as: v'-. '

r(x.y) - £[expIjjk&(Ix.X)*/ye * k ( oy-9)6)) (I)

where A, kl , and k2 are constants and the variables z and y correspond to the range and % .'- :
azimuth coordinates on the ground. To produce a focussed image g(i,y) of the point

* M. Haney Is with General Dynamics Corp., Pomona, Ca., and is currently attending Caltech . .
on a corporate sponsored doctoral fellowship.
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Figure 1. Typical SAR Geometry

catterer, the signal r(a,y) must be correlated with a kernel b(z,y), equal to r(x,y), but
shifted to the origin. Thus we have:

,(z.7) - If r(u.v) h-(u+x.y v) dudv (2) P

where:

h(x.) - zp[(k~z/y, * ki ] (3) 4

The focussing of SAR images Is, as evidenced by Equation (2), a two dimensional
processing problem. Optical Signal Processing techniques, being inherently 2-D, were
therefore recognized, at the introduction of SAR, to be applicable. In the non-real time, .
film-based optical processing approach the radar return signal r(zy) is recorded on film
and the image is generated by running the developed film through a 2-D correlator which "
then perform&s spatial integration in both the range and azimuth dimensions
simultaneously.

Equation (2) can be rewritten in the following manner:

-g(Z.y) " I (fr(u.v) ezp(j(ka(Vyy)*) dv] *zp(J(k.(U*x)s1y@) du (4)

Equation (4) reveals that, the two integrations do not necessarily have to be
performed simultaneously, but instead can be performed as a cascade of 2 one dimensional

integrations. This feature permits the AO/CCD processor to use a I-D SLP as an input -
device and process the reflection of each radar pulse one at a time. Real time operation
is achieved by performing a spatial integration in the range dimension on each of the
radar returns as they are received, and a temporal integration in the azimuth dimension as
the range focussed radar returns accumulate on the detector at the output of the
processor.

The range processing technique Is depicted in Figure 2. The radar returns are mized to
the center frequency of an acousto-optic device (AOD) and applied to its input. The AOD is
illuminated with a beam from a laser diode that is collimated in the a direction. The VAN
laser diode is pulsed in synchronism with the radar PRe, and has a pulsewidth which is less
than the inverse of twice the bandwidth of the radar chirp to essentially freeze the moving
diffraction grating in the AOD. The diffraction grating induced by each point scatterer is
a one dimensional Fresnel sone plate which focuses the light onto a CCD detector to effect
the pulse compression in the range dimension.

The azimuth pulse compression is performed by correlation of the quadratic phase history
of the radar returns from each point scatterer with a mask on which the matching phase
history Is recorded for each range bin. This technique is depicted in Figure 3. The .. %e
phase of the radar signals is detected by interfering the range focussed light with a
plane wave generated by applying a sinusoldal reference signal to the AOD in addition to % %

S ..... .
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the radar signal. ?he light from the AOD is collimated in the y direction to uniformly
Illuiminate the mask which is placed directly In front of the 2-D CCD detector. The ccD is
operated in the shift-and-add mode, In the y direction, at a shift rate equal to the PR? of
the radar, thus giving the offeact of a moving detector behind the stationary mask. As the .

photogenerated charge on the detector moves completely across the mask, the charge that
builds up on the detector corresponds to the completed azimuth correlation. The image, N
which has nov been focussed In both range and azimuth, is read out by the CCD at a line
tate equal to the PUF of the radar. The Complete AO/CCD Real-time SM Processor is shown
schematically in Figure 4 and an example of a reference mask is given In Figure 5.0IF

Figure 2. Acousto-optic processor that performs
the focussing of the SAR image in range.

TEMPORALLY o I
MODULATED, %

SPATIALLY

UNIFORM /LUINTO ---- D

STATIONARY MOVING
MASK DETECTOR

figure 3. Tine Integrating optical processor that
performs the focussing of the SAt image in azimuth.

L 0

INPUT OUPUT '5 -

Figure 4. Retal-time AcoustO-optic/CCD SAR Processor
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*!The real-time Imaging ability of the A0/CCD system has been demonstrated by measuring -

the Impulse response of the processor. A block diagram of the electronics used in these
measurements is shown in Figure 6 interfaced to the optical processor. The SAR Impulse
Response Generator simulates the radar signal that would be received from a single point
satterer In the target field. A SAN device Is used to produce a sequence of LF. pulses

at a fixed PRF. The quadratic phase history of a sequence of radar returns from a single
dpoint scatterer in a particular geometry is calculated and stored in digital memory. The I

pulses from the SAW device pass through a digitally controlled phase shifter which imparts
the stored phase history to the sequence. The simulated radar returns are then summed to ' "-"
the reference signal and applied to the AOD of the processor. The electronic signals that
trigger the LD and CCD, and produce the reference bean for the azimuth correlation are all
generated in synchronism with the Impulse Response Generator. The isometric display block
grabs a frame of the scrolling CCD output and displays the focussed image of the point
scatterer in either a 2-D or 3-D perspective format for analysis.

The output of the Impulse Response Generator forms a zone plate when displayed in 2-D ._-
format, corresponding to the unfocussed image of the point scatterer. An example of such
an output is shown in Figure 7 where the horizontal and vertical coordinates correspond to
the range and azimuth dimensions, respectively. The signal corresponds to the asymmetrical

* Fresnel zone plate given by Equation 1. Figure 8 shows the real time output of the
processor when a series of unfocussed images simil ar to that of Figure 7 ore entered
sequentially. The focussed spots correspond to a pulse compression ratio of about 40 in
both the range and azimuth dimensions. The maximum pulse compressions that have been
achieved with the experimental SAR Processor are 10 and 160 for the range and azimuth
dimensions, respectively. These nuobers are within a factor of 2 of the predicted values.
The dynamic range for a single simulated point scatterer was measured to be in excess of
296:1. .
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figure 6. Impulse Response Experiment r
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Figure 7. Impulse Response Generator Figure 8. AO/CCD Processor output: Real-timeoutput. Imaging of simulated radar point scatterers.

Interferometricall, g A&imuth Ruferic "U,..'/

in some applications the parameters of the radar/target geometry, such as the velocity
and altitude of the aircraft, and direction in which the antenna is pointed, change
dynamically. The real-time SAR imager must have the ability to adapt rapidly to such •
changes in order to continuously provide a vell focussed image. Since the impulse response
of the AO/CCD processor in the azimuth direction is determined by the mask on which the
reference chirps are recorded, the mask could be replaced by a 2-D SLM on which the
proper reference function could be written and updated as needed. Fowever, examination of
the required 2-D reference function (see Figure 5) reveals that, when the overall range to "''''-

the target is large when compared to the swath width, then the reference function is"' approximated well by a 1-D baseband LFM signal in the azimuth direction, whose scale varies. .

in the range direction to account for the range/aimutb coupling of the geometry. This %
suggests that a t-D SL can be used to Input the ref ernce function to the processor and
the range/azimuth coupling can be introduced by an appropriate anamorphic tens the

poarrangement.iuets a h

%. An unterferometric schem in which the 2-D azimuth reference function h generated using
% a 1-D input SLM is shown schematically in Figure 9. An electronic chirp signal i applied

to an AOD along with s sinusidal refere nce signal. After the acoustic signal have

trnfre nt yidiclwv tth eetr the lih diface byte.hr

Lase,

sterin trically of differen

ce fervace av sr o S e cl aeere Araut F ilter hav

dFigure . Optical Set-up for the rnterferometric Generation of the qA azimuth filter

propagated to the center of the AOD, the laser diode Is pulsed to freeze the moving
diffraction gratings in the same manner a the radar signal is sampled in the AOD of the
Si processor described previously. An anamorphic ens arrangement is used to spread the
diffracted light uniformly in the direction at the detector plane. The undiffractedtgainpro
light (not shown in Figure ) is blocked and not used. in the y direction the diffracted
light from the sinuoidal reference fugn l in the AOD will be a plane wave that is--

% transformed into a cylindrical wave at the detector! the light diffracted by the chirp
% signal will be a cylindrical wave that Is transformed into a cylindrical wave of different •''''

Curvature at the detector. The waves from the chirp and reference signals will have
different radii of curvature and therefore the resulting Interference pattern on the q
detector will be a LFM signal In the y direction. The scaling that Is required in the x ,,
direction to account for the range/azimuth coupling is accomplished by tilting a.'',"
cylindrical lens about the y axis, as shown In Figure 9.,'%'

Figure 29 is a photograph of an interferometrically generated azimuth filter produced". .
with the system described above. The 2-D CCD camera was operated in standard video mode e rP
and its output displayed on a monitor for data acquisition. During the integration period -_
of each video frame the AOD was loaded and illuminated several hundred times to produce a
high contrast ratio In the reference function. A comparison of Figures 10 and 5 show's •"

that, aside from differences in levels of exposure, the interferometrically generated

F:.-- ee
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Figure 10. Interferometrically generated azimuth reference function.

function has nearly the sae azimuth bandwidth and range/azimuth 
coupling parameter as the --..

Txe inerfero._.-ic

The interferometric technique for SAR azimuth filtering can be integerated with the .::,.
range processing technique of Figure 2 to fashion a maskless programmable real-time SAi .
processing architecture. One approach is a two arm interferometer in which the light that
is modulated by the range focussing AOD follows a different path to the output CCD -
detector than the light that forms the azimuth filter. Alternatively, it is possible to
cascade the two systems so that the interfering light beams follow the same path through
the optical system, thereby minimizing the stability requirement. The cascaded syster is

% shown in figure 11. As in the original processor, the radar signal is range focussed and
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PLSED DEVICES A
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-
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Figure 11. Programmable htchitecture
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Its phase is detected interferometrically at the detector. Since the light is now also
diffracted by the second AOD, containing the azimuth reference signal, it is effectively
multiplied by the interferometrically generated reference function. Operation of the CCD in
the shift-and-add mode will complete the necessary azimuth correlation as in the non-
programmable architecture.

The prograzeable architecture gives the AO/CO processor flezibility to adapt to changes
In the radar/target geometry by electronically changing the starting frequency and chirp
rate of the azimuth reference signal. Equally signifigant is the fact that this
architecture alloys the azimuth correlation to be performed by shifting the reference
function Incrementally in the AOD rather than shifting and adding the charge on the CCD. % %
This capability is useful for performing multiple looks, i.e. forming several images of the
S same area Independently and adding them to reduce speckle. Furthermore, shifting the .
reference signal in the AOD is useful for Spot-light Mode SAR, in which it Is desired to
form the Image in a frame-by-frame rather than In a scrolling manner...

The work reported in this paper Is funded by NASA, General Dynamics, and the Air Force
Office of Scientific Research. The authors wish to thank T. Bicknell, J. Yu, and W. Parr
for their assistance in" the ezperiments.
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Recent advancements in the development of the Real Time Acousto-optic SAR Processor
Sare presented. In particular. the technique for introducing the azimuth reference function
into the processor via an-acousto-optic Bragg cell is discussed. This approach permits the
reference function to be stored in electronic memory. thus giving the processor the
flexibility needed to adapt rapidly to changes in the radar/target geometry. The
architecture is described and results are presented which show the applicability of the
technique to both spot-light and strip-map SAR.

.J%
, .%. .%

The formation of high-resolution images using the Synthetic Aperture Radar (SAR) .
technique is one of the most successful applications of optical signal processing
technology. ilm-bazed coherent processors account for a major portion of the SAR images
produced to date.1." Although film provides a convenient high-density data storage medium
and can also serve as input spatial light modulator (SLM) for the optical processor. the
need for chemical development of the exposed film precludes its use in real-time
applications. Recently, advances in the technology of light sources, modulators, and
detectors have led to optical SAR imagers which do not require film. can handle the
computational load at real-time rates, and are relatively compact and low in power
consumption.

An acousto-optic time-inl-space integrating architecture for real-time BAR imaging has
been described previously I . In this architecture an acousto-optic device (AOD) is used ". ,
to enter the unfocused radar signals into the optical system. The image is formed on a 2-D
charge-coupled device (CCD) detector array. The range and azimuth focusing ore performed
with spatial and temporal integrations of light, respectively.

An advanced version of this processor is now being developid in which the azimuth
reference function is entered into the processor via a second AD , instead of with a 2-D
intensity mask or SLM as was done in the earlier architectures. With this technique the -. .- '.
desired azimuth filter function can be synthesized electronically and updated at high .
rates.

In the next section of this paper we briefly review the signal processing requirements
of a SAR imager. This discussion serves to illuminate the aspects of the real-time SAR
problem that are exploited in the AO/CCD processor. The techniques used to accomplish the
range and azimuth compressions are then described. The theory of operation of the complete
architecture. in which the range and azimuth processing are combined interferometrically.%',
is presented. Pinally. we show the results of an impulse response characterization of the 9.

processor in which both framing and scrolling modes are demonstrated.

SS~nLa f n l x'a .

In a BAR geometry, the result of the radar illumination and subsequent collection of the * P

backscattered radiation is a mapping of the 2-D reflectivity of the target scene into its -.. -. P

unfocused image. The unfocused image is a summation of windowed. weighted. asymmetrical 2-
D quadratic phase functions, whose positions and weights are determined by the' location
and strength of the associated point scatterers of the target scene. The degree of
asymmetry in the unfocused image of each point scatterer is determined by the parameters of
the radar and the radar/target geometry. The 2-D filtering required to form the image is a
linear operation. Therefore. in describing the processing. we need consider only a single
point scatterer an the input. For a single point scatterer located at coordinates (x..y.).

M N. Daney is with General Dynamics Corp.. Pomona. Ca.. and is currently attending Caltech
on a corporate sponsored doctoral fellowship. .
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the 1-D sequence of radar returns is expressed in a 2-D format
2 aa: -

9ix~y)- Areaptlk&(X-ao)a* ka(y-yo) a(l+aeo)/Re]]] (2)

where A, a. ka and k, are constants determined by the parameters of the radar and the
JN radar/target geometry. The variables x and y correspond to the range and azimuth

coordinates on the ground, respectively. The origin of the ground coordinates is taken to
be the center of the swath located at range Re, with y-O defined to 6e the position ,'

directly abeam of the radar at the start of data collection. In Eq. (1) we assume x. (( Re.

In the conventional non-real-time optical approach, the function in Eq. (1) is recorded '.

on photographic film as a Fresnel zone plate. The image is then formed by a coherent
optical processor consisting of an anamorphic lens arrangment to correct for the
range/azimuth coupling and the zone plate asymetry. which focuses the collection of zone
plates into a high resolution image. For each point scatterer, the required operation is a
correlation with a kernel h(x,y). equal to r(x.y). but shifted to the origin. Thus we .. ,.

have:

g(x.y) - If r(u.v)h*(u~x.y~v)dudv (2)

where:

h(xy) " exp(j[kx s + ksy2(1 eXo)/RoJ (3)

The required processing steps of a SAR imager are shown pictorially in Fig. 1.

1P

POINT SCATTERER RECEIVED SIGNAL

at (z0,yo) (UNFOCUSSED IMAGE) FOCUSSED IMAGE

RADAR 2-D .

ILLUMINATIONCREATN

Figure 1. SAR Processing

In the film-based optical processing approach the image is generated by running the-..
data film through a 2-D correlator which performs a spatial integration of light in both .,,"
the range and azimuth dimensions simultaneously. However, the required integrations in the
two dimensions do not necessarily have to be performed at the same time. This is shown by
rewritting Eq. (2) in the following manner;

Sq. (4) reveal$ that the two integrations can be performed as a cascade of two one - .
. dimensional Integrations. This feature permits the AO/CCD processor to use a X-D SLM as-...,:.. an input device and process the reflection of each radar pulse one ata time.. Real-time ... :::

operastion is achieved by performing a spatial Integration in the range dimension on each " e_

f the radar returns as they are received. and a temporal integration in the azimuth ...:-
dimension as the range focused radar returns accumulate on the detector at the output of .. '
the processor•. ;.'

L" ~The range processing technique is depicted in Fig. 2. The radar returns are mixed to "-'.the center frequency of anOD and applied to Its input. The AOD is illuminated with a

....... J.. I.- .. *.
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beau from a laser diode that is collimated in the x direction. The laser diode is pulsed
In synchronism with the radar PRF. and has a pulsewidth which is less than one half the
inverse of the bandwidth of the radar chirp in order to freeze the moving diffraction
grating in the AOD. The diffraction grating induced by each point scatterer is a onedimensional Fresnl son@ plat* which focuses the light onto a CCD detector to affect the

pulse compression in the range dimension.

The interferometric technique by which the phase of each radar return is detected for . -
the azimuth processor is also depicted in rig. 2. A sinusoidal reference signal, which is " d

coherent with the radar waveform. is added to the radar return signal-and the sum is
applied to the input transducer of the AOD. The light diffracted by the AOD due to the S'.
reference is a plane wave in the x direction which interferes with the range focused light
at the detector plane to record its amplitude and phase. This technique has a significant
advantage over other interferometric approaches in that it is insensitive to mechanical .
vibrations, since the interfering beams pass through the same optical elements. The
azimuth pulse compression is performed by correlating the quadratic phase hLstory of the
radar returns from each point scatterer with a spatial intensity moduation which matches
the phase history for each range bin. In the original architecture the spatial modulation
was performed by a fixed intensity mask. The time integration technique for the azimuth
compression is depicted in Fig. 3. The phase of the range focused radar signals is
interferometrically detected as described above, resulting in a sampled temporal intensity
modulation of the range focused light beam. occuring over the sequence of radar returns.
The light from the AOD is collimated in the y direction to uniformly illuminate the mask
whose transmittance is equal to the azimuth phase history and is placed directly in frontof. or imaged onto the 2-D CCD detector. The CCD is operated in the shift-and-add mode. in,-- '

the y direction, at a shift rate equal to the PRF of the radar. thus giving the effect of a
moving integrating detector behind the stationary mask. As the photogenerated charge on '
the detector moves across the mask. the charge that builds up on the detector corresponds
to the azimuth correlation. The image, which has now been focused in both range and
azimuth, is read out by the CCD at a line rate equal to the PRF of the radar. Electronic
post-processing is used to remove bias terms that form due to the interferometric
detection. The complete AO/CCD Real-time SAR Processor is shown schematically in Fig. 4

and an example of a reference fuction, in the form of an intensity mask, is given in Fig.
S.

I'ULSE - ,C-

SOCE TEMPORALLY - .

MODULAT
SPATIALLY - ,

UNIFORM

ILLUMINATION

* STATIONARY MOVING
s MASK DETECTOR

Figure 2. Acousto-optic processor that Figure 3. Time integrating optical
performs the range focusing of the SAR processor that performs the focusing of
image and phase detection for the the SAR image in azimuth.
azimuth correlator.

In some applications, the parameters of the radar/target geometry, such as the velocity
and altitude of the aircraft, and direction in which the antenna is pointed. may change
dynamically. The real-time SAR imager must have the ability to adapt rapidly to such
changes in order to continuously provide a well focused image. To accomplish this with the .-..
system of Fig. 4, the mask could be replaced by a real-time 2-D SLN on which the proper
reference function is written and updated as needed. Examination of the required 2-D
reference function (see Fig. 5) reveals that, when the overall range to the target is large
when compared to the swath width, the reference function is approximated well by a 1-D
baseband LFX signal in the azimuth direction, whose scale varies linearly in the range
direction to account for the range/azimuth coupling of the geometry. Therefore. a 1-D SL"
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can be used to input the reference function to the processor and the range/azimuth
0 coupling can be introduced by an appropriate ananorphic lens arrangement to provide the ." %*

scaling in the orthogonal direction. Fig. 6 is an example of an interferometrically "

MASK

INPUT OUPUT .

Figure 4. Real-time Acousto-optic/CCD SAR Processor.

generated azimuth filter whose characteristics were chosen to match those of the intensity
mask of Fig. S. The optical set-up used to produce the data of Fig. 6 is shown .

schematically in Fig. 7. An electronic chirp signal is applied to an AOD along with a
Ssinusoidal reference signal. After the acoustic signals have propagated to the center of

the AOD. the laser diode is pulsed to freeze the moving diffraction gratings in the same
manner as the radar signal is sampled in the AOD of the SAR processor described previously.
An anamorphic lens arrangement is used to spread the diffracted light uniformly in the x

-% direction at the detector plane. The undiffracted light (not shown in Fig. 7) is blocked
and not used. in the y direction the diffracted light from the sinusoidal reference
signal in the AOD is a plane wave that is transformed into a cylindrical wave at the
detector plane. The light diffracted by the chirp signal is a cylindrical wave that is
transformed into a cylindrical wave of different curvature at the detector plane. The
waves from the chirp and reference signals have different radii of curvature and therefore
the resulting interference pattern on the detector will be approximately equal to a LFM *

signal in the y direction. The scaling that is required in the x direction to account for
the range/azimuth coupling is accomplished by tilting a cylindrical lens about the y axis. .
as shown in Fig. 7. A comparison of Figs. 6 and S shows that, aside from differences in
levels of exposure. the interferometrically generated function has nearly the same azimuth

_. bandwidth and range/azimuth coupling parameter as the fixed mask. An architecture using.-.-,

the interferometrically generated reference filter has the flexibility to adapt to changes
in the radar/target geometry by changing the characteristics of the electronically

? generated chirp. The parameters that may be changed include the starting frequency, the
starting time, and the chirp rate of the azimuth reference signal.

,

N

-, .. "..,

Figure S. Azimuth reference mask. Figure 6. lnterferometrically generated
Iazimuth reference function.



A programmable real-time SAR processing architecture is synthesized by integrating the
jaterferometric technique for BAR azimuth filtering with the range processing technique of
rig. :. One posible approach is on additive interferometric architecture in which the AOD
cotaining the radar waveform is placed in one arm of a Mach-Zehnder interferometer and the '

AOD containing the azimuth reference Is placed in the second arm and oriented orthogonally
to the first AOD. This approach. hovever. Is Subject to the same sensitivity to mechanical

vibration that plagues all multiple path Interferometers.

% %.
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minimized. The cascaded system is shown schematically in Fig. I. As in the original
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processor, the radar signal is range focused and its phase is detected interferometrically
at the detector by a reference beam that is generated by the same AOD. However, since the

.4 diffracted light from the first AOD is also diffracted by the second AOD, which contains .' ".
the azimuth reference signal plus a sinusoidal signal, it is multiplied by the
interferometrically generated reference function. This Implementation thus achieves the
same multiplication needed to perform the azimuth compression as in the original non-
programmable architecture.

This architecture offers two possible modes of operation. Operation of the CCD in the
shift-and-add mode, while repeating the same azimuth filter signal for eacb radar return.
will complete the necessary azimuth correlation as in the original processor. This mode

* is used for side-looking SAR in which the output image is a long strip. Alternativly. the
azimuth correlation may be performed by electronically shifting the reference function
incrementally in the AOD and using a nonshifting integrating CCD detector array. In this .
mode the image is generated in a framed format that is most useful for spotlight mode SAR.

', The operation of the smtiplicative architecture is best understood by considering the
, two AODs as stationary 1-D amplitude/phase gratings. This is justified because the pulse-

width of the laser diode is short enough to sample the moving diffraction patterns in the
AODs. Consider as input to the processor the radar returns from a point scatterer at ground
coordinates (ioy) with complex strength A. The corresponding range and cross-range
(azimuth) coordinates in the Processor are xe and ye respectively. For simplicity we

assume the x and y coordinates in the output 
plane of the processor to be the same as in

the corresponding AODS. i.e.. the optical magnification is 1. The strength of the I
reference signal in the range processing AOD is B. which is assumed to be real without any
loss of generality. The radar returns are mixed down to the center frequncy of the AOD,

* .. which is also the frequency of the reference signal. A total of N returns are recieved
from the point scatterer. With these assumptions. the I-D diffraction pattern induced

* along the x axis in the first AOD, by the nth radar return, is expressed in the following . -
way :

Pi(x~y~n)

[Aexp(j(k 1(x-xo)*+Js(l+axo)(r.-y./Ay)'/R.)rect((x-x.)/X.) + B] exp(jo.x) 6(y) (5)

where Ay is the spacing of the azimuth samples in the processor or. equivalently, the pixel
size in the azimuth dimension at the output detector. The spatial carrier frequency, i0,

is equal to ;0 devided by the acoustic velocity of the AOD. The parameters ka and X. are ..N
determined by the chirp rate and the length of the transmitted LFM radar pulse .. ' I
respectively.

* The second AOD contains the azimuth filter signal and a sinusoidal reference which is "
chosen to be at the same frequency as the reference sinusoid in the first AOD. The azimuth S 4
reference filter is a LFM signal with chirp rate b,. The azimuth and sinusoidal reference
signals have equal amplitudes to achieve maximum fringe depth in the interferometrically
generated azimuth filter. As mentioned earlier, the azimuth correlation is computed by
shifting either the integrating detector array or the filter signal in the AOD.
Mathematically these operations are essentially equivalent. If we asume the grating shifts
one pixel with respect to the detector array for each radar return, then the 1-D
diffraction grating in the second AOD is expressed as:

Ps(z,y.n) - [ exp(j(bs(y-nAy)' + I I exp(joex) 6(x) (6)

The output CCD array detects and integrates the intensity of the doubly Bragg
diffracted light, as shown in pig. 8. The intensity at the detector is given by:

I(x.y,n) - IE&(x.y.n)Il IE,(x.y.n)l (7)

where El and E, are the amplitude modulation envelopes of the diffracted light at the "
detector plane, for the first and second AODs respectively. The range focusing operation .--.
of the optics on the radar return signal in the x dimension can be shown to result in a
light amplitude distribution that is a sinc function whose characteristics are determined -1
by the space-bandwidth product (SBWP) of the range chirp. The light diffracted by the
sinusoidal reference signal is collimated by the optics in the z dimension, as shown in
Fig. 8. Both beams diffracted by the first AOD are smeared uniformly in the y dimension at
the output plane. The light that is diffracted by the second AOD is essentially imaged

_. ,..--.. -

**f &.,...'- J..



* onto the output plane in the y dimension and smeared in the x dimension by the optics. The
tilt of the cylindrical Iens in Fig. I results in a scale change on the imaged azimuth

4reference chirp as a function of x. As can be seen in Fig. 6, this scale change is
approximately linear in x when considering suitable range swaths for processing. The
resulting modulation envelopes are given by:

4, 31Z(X.y~n) - I AX~ainc(k&X.(x-Z*)) exp(j~s(n-y*IAy)2(l+aZ.)IRe) S 8

Zs(x.y.n) - I exp(Ib&((y-nAy)(149z)) ) # 1 1 (9)

From Eq. (7) the resulting intensity at the detector plane is therefore given by:

I(x~y.n)- (B*4(AX.) 'zinc-!(k sX6 (x-x))42ARXe sinc(k aX4 (x-z.))cos(RA (n-y. /Ay) "(1+ax.) /R.)1

X 1 + c05(b&((y-nAy)(14Dz))2) 1 (0

The charge accumulated in each pixel of the CCD is proportional to the intensity incident
on it. The total charge accumulated on the CCD after the N radar returns have been
recieved from the point scatterer is:

Q.T(X.y) - (x.y.n) (11)

Using Eq. (10) and assuming that Px((l:

QT(x~y) -2ABNX~hinc(k&X@(x-x9))

N
Scos (E C 1+ax0) (n-ye /Ay) ~ Ro)cos((b1((1420x) (y-nAy) 2

d+ bias terms (12)

if ba and 0 are selected (programmed) to be equal to islR*Ays and a/2. respectively, then aI l
discrete autocorrelation of the LPN signal. in the azimuth direction results. Keeping only
the significant terms, the final result is:

Q.T(X.y) 2 NABXO sinc(k&Xo(x-xo)) sinc((R&N/R9AyM(14xO)(y-y*))

+ NBs + N(AX*)2sinc2(k 1X9(x-x*)) (13)

* Fig. 9 is a sketch of the charge profile
which is stoied on the CCD as given by Eq.
(13). The first term in Eq. (13) is a 2-D
sinc function whose height is proportional to

* the reflective strength of the point
scatterer and whose center is located at -.

coordinates (xg~ye) corresponding to the
actual location of the scatterer on the
ground. The width of the sinc function in

J. each dimension is inversely proportional to
e the SDWP of the unfocused image in the

. corresponding dimension. Thus this term
.4 represents the high resolution focused image
/ of the point scatterer. Figure 9. Focused image and bias componentsL

The other two terms of Eq. (13) are interferometric bias components. The first is
constant throughout the plane and its height is determined by the strength of the reference
signal, 3. The second bias term is dependent on the radar signal and results in the



formation of a ridge in the range location Of the point target as shown in Iig. 
9. Since

each point scatteer in a target scene will have one of these bias ridges associated with ..

it. they must be removed before a quality image can be displayed. The constant bias term
should also be removed to improve the contrast of the displayed image.

Several techniques are available for removing the bias components. One technique e_ ..

employs a second CCD detector array on which only the signal dependent bias term is
computed. ihe video signal output from this CCD is electronically subtracted from the video
output of the original CCD to produce the bias free image. This technique. is implemented
using a beam splitter positioned before the second ADD in Fig. 8. The light that is split %
away from the main boom is range focused onto the second CCD, without azimuth processing,resulting in a charge distribution that is proportional to the signal dependent bias

component of Eq. (11).

Another appro.-h to bias removal is to employ a specially desigped CCD detector array
which electronically subtracts the bias on the CCD chip itsel f. In this. technique.
circuitry which is fabricated directly on the CCD substrate, is used to incrementally
bleed off the bias charge as it builds up in the pixels. This approach maximizes the
usable dynamic range of the CCD.

In a third bias removal technique the focused SAR image is generated on an opticalspatial carrier frequency. The bias components are not modulated by the spatial carrier ..

and are removed by electronic post-processing of the CCD video output. The carrier is
generated either in the range or azimuth dimension by introducing the appropriate frequency
shifts in the electronic signals. Demodulation consists of electronic filtering to detect
only those components which are on the carrier, followed by envelope detection to remove .
the carrier frequency from the image.

The real-time imaging ability of the AO/CCD system is evaluated by measuring the impulse
response of the processor. Electronics are used to simulate the backscattered radar
signals that would be received from a single point scatterer in the target field. The
simulated radar returns are then summed to the reference signal and applied to the AOD of -'-
the processor. An isometric display is used to collect and store a frame of the CCD
output and displays the focused image of the point scatterer in either a 2-D or 3-D
perspective format for analysis.

An example of the undemodulated output of the processor, when displayed in S-D
perspective, is shown in Fig. 10. These data are from tests of the original processor
which used a mask for the azimuth compression. The focused image of a simulated point
scatterer is visible as a narrow spike which sits upon the unwanted bias ridge located inthe target's range bin. The usual side-lobe structure of a focused SiR scatterer. in the _azimuth dimension, is evident along the bias ridge. The CCD's fixed pattern noise as well

as the nonuniformity in the illumination of the reference beam are also visible on the
floor beneath the ridge. To test the resolution limitations of the CCD in the Processor.
the simulated target for this data had a SBWP in excess of 100 in each dimension. . ,
Consequently. the focused image is just several pixels across and the individual pixel
structure is quite evident. . 1

Fig. 11 is an isometrically displayed image of a point scatterer when demodulation is J,
employed. The unfocused simulated point scatterer in this example has SBWPs of

dimension. An electronic filter is used to remove the bias components. This demodulation

cheme in also very effective in removing the fixed pattern noises associated with the CCD
and laser illumination, as is evident in Fig. ii. The dynamic range for a single simulated _
point scatterer was measured to be in excess of 100:1. WIN

A maskless architecture which can electronically change its azimuth filter, like that
shown in Fig. S, has been built and its impulse resonse characterized. Both framing and
scrolling modes of operation were demonstrated. In the framing mode a staring CCD was
used. and the azimuth filter signal was electronically shifted in the AOD during the .f 6
integration period to perform the azimuth compression operation. Fig. 12 is an
electronically shifted version of the interferometrically generated azimuth filter shown in
Fig. 6 as it would appear at one increment of the azimuth correlation. In this mode the
azimuth pulse compression achieved is determined by the window size of the shifting azimuth
signal and not by the CCD aperture. A simulated point scatterer with a SBWp of 40 in the '

azimuth dimension was successfully focused.

Fig. 11 is an image of a simulated point scatterer focused with the scrolling mode of

-. x -... ,..N
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operation. In this implementation the azimuth compression is acieved by operating the C-"
detector array in the shift-and-add mode. The azimuth reference signal that is loaded into
the second AOD is the same (and not shifted in time) for each radar pulse. For this
esperiment the simulated scatterer had an azimuth phase history which matched that of a
range bin near the center of the filter shown in Fig. 6. The focused image of Fig. 13
was generated using the azimuth carrier demodulation scbeme that has been described
previously. The pulse compression achieved is approximately 35 and 75 for the azimuth and
range dimensions respectively, which accounts for the oblong shape of the focused spot.

• -.. 4.

%J

Figure 19. Example of undemodulated output. .'

Figure 11. Example of demodulated output. 
.*. . ':
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Figure 12. Electronically shifted azimuth reference function.

4..."

Figure 13. Simulated point scatterer focused in real time
with the programmable (mask-less) architecture.
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Time and space integrating folded spectrum techniques utilizing acousto-optic devices .
(MOD) as I-D input transducers are investigated for a potential application as wideband, /..
high resolution, large processing gain spectrum analyzers in the search for extra-
terrestrial intelligence (SETI) program. The space integrating Fourier transform performed -. -
by a lens channelizes the coarse spectral components diffracted from an AOD onto an array '.
of time integrating narrowband fine resolution spectrum analyzers. The pulsing action of a
laser diode samples the interferometrically detected output. aliasing the fine resolution
components to baseband. as required for the subsequent CCD processing. The raster scan
mechanism incorporated into the readout of the CCD detector array is used to unfold the 2D
transform, reproducing the desired high resolution Fourier transform of the input signal.

The Search for Extra-Terrestrial Intelligence (SETI) is an ambitious program to
examine 775 of the nearest solar type stars as well as the entire celestial sphere for any
evidence of intelligent microwave ictivity. either beamed at us or leaked from a
civilization' internal communications . The interstellar distances are so large and the -
resultin /R" attenuation is so great that the receiver sensitivity to a signal burried
in cosmic background noise must be as large as possible. Without a priori knowledge as to .
the transmitted signal structure ideal matched filters cannot be constructed, however a .
good assumption is that a transmitted beacon would have a narrow band highly coherent
structure in a sea of broadband white noise. Thus a narrow bandpass filter, with
resolution as small as 1-100 1z. could achieve enough processing gain to detect the -
presence of an intelligent CW signal. Since the preferred frequency for interstella .
microVqve communication could concievably lie anywhere from .1-10-100 GBz. then from 10
to 10 frequency measurements must be made for each resolvable spot on the celestial
sphere observed by the radio telescope. If these measurements were performed sequentially
With a swept local oscillator tuned bandpass filter then as much as a million years of "-
observation time could be required. A much more practical approach would be to build a .
wideband, high resolution spectrum analyzer with a million or more parallel channels of '
band pass filters thereby cutting down observation time to on the order of a year.
Currently two approaches are being pursued, a digital multi-channel spectrum analyzer
(MCSA) with a tree configuration of DFT and FFT subunits, and an analog acousto-optic
folded spectrum processor as reported in this paper. ...

The advanced state of the art of wideband acousto-optic (AO) Bragg cells make them
ideal candidates for entering I-D data into an optical signal processing system. and the
Fourier transforming property of a lens makes the implementation of real-time spectrum
analyzers with 1000 resolvable frequencies routine. In this paper we explore some possible
approafhes to performing narrow band time integrating (TI) spectrum analysis on each of
the 10 channels of a space integrating (SI) AO spectrum analyzer, thereby obtaining a
high resolution folded spectrum through time and space integration (TSI). ",

The concept of the Folded Spectrum was introduced by Thomas2 . who showed that the 2-D it
Fourier transform of a raster scanned signal was an orthogonally raster scanned version of
the long 1-D spectrum of the original signal. This is schematically illustrated i Fig. 1.
The folded spectrum is ideal for an optical signal processing system since it utilizes the
2 available spatial coordinates to perform a high resolution spectrum analysis that would •
be Impossible in a I-D system due to the limitations in space bandwidth product of 1-D
devices. This processing operation can be performed in real time by raster scanning a very
long input signal s(t) onto a 2-D spatial light modulator (SLM). and using the 2-D space
integrating Fourier transform operation performed by a spherical lens. After the complete i .29
2-D raster is formed, coherent light is passed through the SLM and the resulting amplilude %
distribution f(x.n) is Fourier transformed by the lens. The power spectrum IF(uc.vf)l is
detected by a 2-D charge coupled device (CCD) detector array at the back focal plane. The ._ +
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orthogonally oriented raster readout of the CCD turns the 2-D power spectrum back into a
high resolution I-D power spectum IS(f)12 . at a rate of up to 60 such transformations each
second. However, the availability of highly mature CCD devices with up to 2000 x 2000
pixels can not be fully utilized because of the lower resolution and dynamic range of
currently available 2-D SLMs. Thus an architecture for performing the high resolution
folded spectrum operation without the need for 1-D SLMs is highly desirable.

Turpin5 and Kellman4 have suggested such an approach utilizing acousto-optic devices
(AODs) in an interferometric time integrating configuration. In this approach a 2-D array
of local oscillators with coarse and fine frequencies in z and y is produced by orthogonal
AODs to which fast and slow chirps are applied respectively. When a frequency component of

the input signal matches that of a particular local oscillator. a baseband heterodyne
component Is generated, and a time integrated peak Is created at that location.
proportional in amplitude to the amplitude of the corresponding Fourier component. Since V. "4

this approach involves interferometric detection. a bias term will be generated due to the
local oscillator reference and a signal dependent bias will occur uniformly throughout the
detector array. These components can be separated by placing the desired heterodyne term
on a spatial carrier. However in a white noise environment as envisioned for the SETI
search with a weak narrow band CW peak. the signal dependent bias term will produce a
large bias because all its frequency components are incoherently detected at each CCD .'.

pixel, thereby using up the available CCD dynamic range. Thus the 2-D time integrating
technique for folded spectrum processing suffers in a multisignal environment from a large
signal dependent bias term, and places too large a requirement on CCD dynamic range. - -

* A hybrid approach that utilizes the 1-D space integrating Fourier transformation
property of a lens in one dimension followed by an interferometric time integrating fine

*. resolution spectral analysis can combine the best features of the 2-D SI and 2-D TI
approaches to folded spectrum processing. This approach utilizes a standard space
integrating acousto-optic spectrum analyzer (Fig. 3) to perform the coarse spectral ,
analysis without introducing a signal dependent bias term. The number of resolvable coarse
frequency bins is limited by the time bandwidth product of the AOD and the input
apodization to approximately TaB-000. The doppler frequency shift associated with
acousto-optic Bragg diffraction produces a linear spatial dependance of the temporal
frequency at the output spectrum that must be conver~e to baseband at all positions for
further time integrating processing on a CCD. Bader ' proposed a way to do this with a
spatially distributed local oscillator (DLO) reference wave which is produced with an
auxiliary AOD that has a repetitive wide band signal applied to its transducer.
Interferometric detection of the signal and reference Fourier spectras produces narrowband
baseband signal components at each output location. These narrowband signals can be used
to produce a time integrating fine frequency analysis in the orthogonal direction on a 2-D
CCD through the use of the chirp transform algorithm by premultiplying each narrowband

signal with a slow chirp and then convolving with a matched chirp using another AOD. This
type of system has a less severe signal dependent bias build up problem because only

*signals within a single coarse frequency bin contribute any bias to that bin. In this
paper we will present an alternative approach to time and space integrating folded
spectrum processing. ,' r. 

Thise method, which utilizes pulsed laser diodes, was originally proposed by -

Psaltis 8 and is illustrated schematically in Fig. 2. A very long wideband signal is to
be optically processed utilizing an acousto-optic device as the input transducer. However. r%
since the limited time-bandwidth product of the AOD will not allow the entire signal to be
entered into the AOD simultaneously, we will successively slide overlapping portions of
the long signal into the AOD and freeze the acoustic motion by pulsing the illuminating

* laser diode with a very narrow pulse. For each laser diode pulse we have a 1-D spatial
representation of part of the input signal as an optically coherent wavefront, and on
successive pulses we will transduce successive portions of the input signal into the
optical system. Thus we have transformed the long signal into a 2-D raster of space x),
and time or pulse number (n). The transformation performed by the AOD illuminated with a
repetitively pulsed laser diode is given by A

fix.A) - s(t-y/v) rect(x/A) 6(t-nT). () .

nuo

In this expression v is the acoustic velocity of the travelling wave AOD. A Is the AOD ,
width, and T is the laser diode pulse repetition interval. If A>vT the raster is
oversampled. which means that successive raster lines are overlapping. We perform the
desired long I-D Fourier transform on the input signal a(t), with a 2-D transform on its
oversampled 2-D raster representation f(x.n). Because of the separability of the
multidimensional Fourier kernel, a 2-D transform can be performed as N I-D transforms
along one axis, followed by N I-D transforms along the orthogonal axis. This cascaded

s-.o

- " " ' " ," .............................................................................................................................................. • .



17 W . -

,1', .'-X

2-D Space InlteratinX Folded Spectrum ,."-Sja
Raster TSI Processineg of Long - iea .

Recording as 7-D Rasteri of Space and Time2

TJmlO r~nii 2-D Imagem C* A/

ft) FThs F(n.) uA

i(~ LIJ)g

a) -D 2O- Lase

S: b I 1L F ~ iF(u~v)u o (!flz, n) €.j~n diiz j •€

Fig. 1. a) Relationship between a long 1-0 rig. 2. Time and Space integrating . ' -

signal. it. high resolution spectrum, the folded spectrum processor showing the ..folded spectrum, and the signal's raster conversion to a space-time raster.

representation. b) A space integrating spatial Fourier transformation followed -'.''.folded spectrum processor. by array of temporal Fourier transforms.

system can be implemented by performing a spatial Fourier transform with a lens for each "',, ; ":;

of the N laser diode pulses, producing an intermediate data set F_(u~n). which is also a , ,
space-time raster. This is followed by an array of time integrating Fourier transform , ''
modules that utilize the second spatial dimension (y) to perform the desired accumulation ,
of partial products. After a succession of N laser diode pulses the full folded spectrum e ;
is produced in a 2-0 format on a CCD detector array. The 2-D spectrum can be very simply.. "e'.
unfolded back into the desired long 1-D spectrum by utilizing the raster readout mechanism
incorporated in the CCD itself. The resulting system utilizes the mature component
technologies of acousto-optics. charge coupled devices and laser diodes to produce a

valuable real-time signal processing module for high resolution spectral analysis.

The operation of a space integrating (SI) acousto-optic spectrum analyzer is

k. is incident upon the AOD at the Bragg angle. B~ -sin /.I *-, I fo/ in order to * ~*
maximize the optical power coupled into the first order diffracted beam. In this
expression f. is the transducer center frequency. e-vif. is the midband acoustic
wavelength, and v is the acoustic velocity. A bandlimited signal is mixed to the AOD
center frequency fe. producing an octave bandwidth signal 5(t), that is amplified and"-
applied to the piezoelectric transducer, thereby launching an acoustic wave replica of M.. q
5(t) into the photoelastic medium. The acoustic waw creates a travelling wave volume -' ...
index prtubation through the photoelastic effect, which Bragg diffracts some of the- "--
incident light into the first order diffracted optical replica of a single' sideband .,. :
version of the portion of the signal s(t) that is currently within the AOD aperture A. In . '

the frequency domain this can be viewed as each Fourier component $(f) of the signal s(t):., ..
vithin the AO bandwidth B-I f.lS. producing a diffracted plane wave of aperture A b ..
propoqating at an angle Od-Lf/ v with respect to the optic axis, doppler shifted by the .'. -.
frequency f due to the acoustic wave motion. This diffracted field propogates through a =-.C-:
distance F and is incident on a Fourier Transforming lens of focal length F. so that at a
distance F behind the lens the spatial Fourier transform of the signal within the AO is '"'...'
formed. At the back focal plane the field observed is -.-

. .. --.. ...
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FMAt) A s(t-z/v) • j2 *xi,/LF dz e. j%

S1 fB f) f(t-lv)d] d t

- 6(f) *j2wft A sinc[A(xl/&F-f/v)l df gOt

( v I;(zlv/&F) oJ2*v s t / %F *Jo t ) 0 Ak sinc(AU'l/M. (2)

in this expression x is the spatial coordinate along the axis of acoustic propogation. x _
Is the spatial coordinate at the Fourier plane, and a-2*c/L is the optical radianfrequency. The symbol 0 represents the convolution operation. we have neglected effects of h.P%

INinput apodization, acoustic attenuation. anisotropic diffraction and band limitation. as

well as other higher order effects. The exact doppler temporal phase history of each
Fourier component iF reproduced at the back focal plans, but the spatial representation ofthe spectrum is blurred by the Fourier transform of the finite aperture function of width
A thereby limiting the effective frequency resolution to Sf-l/T,-v/A, where Ta is the..

acoustic transit time across the aperture. This shows that the number of independent "
analog samples stored within the AOD at any particular instant. which is given by the time
bandwidth product T B. also gives the effective number of independent frequencies that can
be determined in t~i spatial Fourier transform plane. The actual frequency resolution is
limited by the AOD finite aperture sinc convolved with the transforms of the optical and
acoustic apodization functions, in order to produce an overall blur spot Q(x'/XF) which
yields somewhat worse frequency resolution than i/Ta. Normal operation of an acousto-optic
spectrum analyzer involves the square law detection process on a I-D array of integrating
photosensors. which incoherently accumulate charge for a time T' in order to improve thesignal to noise ratio.

F(x')- ~' IF(x'.t)l' dt - JT IS(x'v/&F) * Q(X'/LF)12 dt (3)

The output of this type of spectrum analyzer is a power spectrum of the signal s(t) with a .

resolution limited by the blur spot (u), with a normalized spatial frequency variable -
u-x'/IF. For a single sinusoidal input of frequency f' input to the spectrum analyzer.
S(t) 2 2 a cos(2wf't). with a single sided temporal Fourier spectrum given by '.'"
S(f) - a 6(f-f'). the time integrated output of the spectrum analyzer is given by

F(u) - T'IaIQ*(u-f'/v). (4)

A heterodyne detection technique can be employed by the addition of a simple plane
wave reference beam. The instantaneous output of such an interferometric spectrum analyzer
has a linear spatial dependance of the doppler induced temporal frequency that is given by

F(u.t) - I!S(uv) eJuwvut eJt) Q(u) + r ejt 12 I.

- Is(uv)*Q(u)l" 4 Irl' 2 r [IS(uv)I cos(2avut A(uv))]0Q(u). (5)

Where the amplitude and phase of the complex spectrum S(f)OIS(f)ei0 (f) are reproduced
as temporal modulations of each resolved frequency bin which is spatially blurred due to
the apodization. For the case of the single sinusoidal input tone at a frequency f', with
amplitude lal and phase 0. the heterodyne detected instantaneous output is

F(u.t) - I a Q(u-flv) ej2 wf 't et * r ejit 12 .

- Ia'Q(u-f'/v) + Inr' + 2laIr Q(u-f'/v) coS(2wf't O). (6)

The temporal modulation on the last term thus reproduces the input sinusoid in both
amplitude and phase, and could be used as the input to a fine resolution time integrating .

* processor if we first heterodyne it to baseband. A repetitively pulsed light source is a
simple and effective means of accomplishing this as long as the pulse width v is less than
the inverse of the bandwidth of s(t). and much greater than the optical period of .. '
oscillation. When these conditions are satisfied we can consider the laser diode pulsed
vmodulation to be approximated by a series of delta functions separated by a time T.

p(t) 6 8(t-nT). (17 )
n
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This series of delta functions will act as sampling impulses on the interferometrically
detected temporal modulation present at the output plane. it is convenient to consider the
input temporal frequency to be broken up into a coarse and fine part by choosing the
closest harmonic of the laser diode pulse repetition frequency as the coarse term and the
offset from this frequency as the bandlimited fine resolution component. Thus we
substitute f'-k/T*& into equation S. where k-mod /f Is an integer and &-ra 1  f'(1/T.
For the case of repetitively pulsed laser illumina ion the heterodyne output o? the AO
spectrum analyzer for a single applied sinusoidal tone. is given by

F(u.t) - ! Ial5Q(u-(kITa5)/v) * Irl. 2 laIr Q(u-(k/T*5)Iv) cos(2u(k/T+G)t*O)3 p(t). (a)

The fine frequency component G will not move the blur spot Q(u) by a significant amount
and can be dropped from within Q(u). The coarse frequency component k/T will be sampled by
the laser diode pulses at times t-nT resulting in an argument within the cosine function
of nk2R, with n and k both integers, so that this term can be dropped leaving only theY fine frequency modulation. Thus for the nth laser diode pulse at time t-nT the sampled

output can be approximated as

F(u.nT) - IaI'Q'(u-k/Tv) * Irl* 21aIr Q(u-kITv) cos(2w~nT*O).()

Thus for a single sinusoidal input the interferometric output of the space integrating
spectrum analyzer illuminated with a series of delta functions can be seen to consist of a %

a'. signal dependent bias tern located at the position corresponding to the coarse frequency
component, a uniform reference bias term and a sampled interferometrically detected spot
located at the coarse frequency locus and oscillating in time at the fine frequency a.
with phase 0. This effect of the sampling pulse train is usually referred to as aliasing
and is considered undesirable. It indicates that the sampling rate is too low for the
given s!gnal bandwidth, and it results in different parts of the signal spectrum folding
over on top of each other thereby producing invalid signal components. However in this
case. the coarse frequency channelization of the SI spectrum analyzer effectively
separates in space the various frequency components that could alias with each other. It
is important to make sure that the sampling rate is fast enough to avoid aliasing of the
bandlimited signals within each coarse frequency blur spot QGu,. Since the bandwidth of
the signal information within each blur spot is increased over li/T due to the apodization
effects, we will assume that an appropriate bandwidth would be /Ta. To adequately sample
these bandlimited signal components the Nyquist criterion indicates that we should sample
at least twice as fast as the highest frequency signal component present. thus the minimum %
sampling rate should be I/T)4/T.. This indicates that the laser diode should be pulsed at
least 4 times as an acoustic signal transits across the laser beam aperture illuminating
the AOD in order to produce the appropriately oversampled space-time raster. L

Acousto-Optic Spectrum Analyzer

Colli alml. . ...

Laser FT uleas 0 Zar *'X

- DC Stop

Fig. S. The space integrating acousto- Fig. 4. Interferometric time integrating
optic spectrum analyzer. DPT narrowband spectrum analyzer with

phase locked stepped frequency reference.
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A narrowband fine resolution spectrum analysis operation requires the coherent ,"-.'
accumulation of data samples for a period at least as long as the inverse spectral
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resolution. For this reason a SI AO spectrum analyzer Is limited in resolution to the
inverse aperture time of the AOD. In order to obtain a higher resolution spectrum analysis -
with AODs a time integrating (TI) approach must be utilized. Coherent accumulations can be
carried out on an Integrating charge coupled device (CCD) detector array as long as the
thermally generated detector dark current and optical bias contributions do not saturate
the desired signal components. With typical CCD device defect densities, thermal .
generation rates and signal well capacities it should be possible to integrate for a full
second, obtaining 1 Bz resolution capabilities, and with cooled detectors it would be -. '-

possible to integrate even longer. For the SETZ program these resolution capabilitie.-
should be more than sufficient since spectral coherence of better than 1 Hz would be very
difficult to obtain after propogating through the interstellar medium and being doppler .'.
shifted by both transmitter and receiver motions. 4.

The required operation that needs to be performed on the output of each coarse
frequency bin of the interferometric SI spectrum analyzer with a pulsed LD reported in the
previous section is a narrowband discrete Fourier transform (DFT). The DFT is the discrete
version of the Fourier transform as is appropriate for sampled data streams such as that
produced by the interferometric spectrum analyzer illuminated by a pulsed laser diode . If .;.

we examine the third term In Eq. 9 we can see that for each input sinusoid we have a
sampled fine frequency temporal oscillation s(n) that we want to perform a DPT on. The DFT
is defined for such a sampled input signal s(n) as

S(m) - a(n) eJwanm/N. (10)
n

This operation is a vector matrix multiplication, where the sampled input signal s(n) is e 'j
the input vector, the DFT kernel is the matrix, and S(m) is the output vector. A possible
time integrating interferometric optical implementaion using a pulsed laser diode is shown
schematically in Fig. 4. The light from a repetitively pulsed laser diode is split into .

two by a beam ap itter. One arm Illuminates an acousto-optic modulator that has a ,
narrowband signal s(t) applied to its transducer sampled by the narrow pulse of the lased
diode producing a temporal modulation s(nT). In the other arm, a reference AOD with
aperture T. equal to the LD pulse repetition interval. is schlieren imaged onto the output
CCD array where it is lnterferometrically combined with the spatially uniform signal beam
producing a sinusoidal spatial fringe pattern. With each laser diode pulse a new column of
the DPFT matrix is applied to the reference AOD transducer, and propogates across the
aperture to align with the CCD at which time its motion is frozen by the LD pulse thereby
imaging that column onto the CCD. Thus the reference signal is analogous to a raster Ne P
scanned version of the DFT matrix, except that along the columns a continuous
representation is used which is later sampled by the spatially discrete CCD pixel
structure. Since the successive columns of the DPT matrix represent sinusoids of
successively higher frequencies the reference waveform is a stepped frequency chirp, with
the constraint that each new frequency phase resets to zero phase each T. The reference
signal starts at frequency f and frequency steps by Af each time T which is analytically
represented as

1-1

r(t) rect(k-fn] cost 2(.f+nAf)(t-nT). (1,
n-0

This signal propogates in the y direction at a velocity v. and aligns with the AOD and CCD
apertures at the times of the laser diode pulses as given in Eq. 7. The spatial modulation
diffracted by the AOD on the nth pulse is given by

r(y,n) a r(t-y/v) rectly/vTI 6(t-nT)

- rectly/vT *2w(fenAf)y/v. (22) t

Which is seen to be a finite aperture plane wave with an angular spatial frequency that is
stepped linearly with the pulse number n. The Interferometrically detected intensity
pattern on the nth LD pulse is found by combining weigted signal and reference beams. The
signal beam propogates at an angle 0 with respect to the starting frequency of the Jim
reference, resulting in a spatial carrier of spatial frequency e-sinC/L

I(yn) n I G s(nT) e2w(*f/v)y * b r(y.n) 12

- IGI'* Ibl'* 2 G b s(nT) cosalm(nAfylv..y)) (11)
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Dy time integrating over N successive LD pulses we obtain a discrete summation of the
lnterferometrlcally detected charge distributions due to each pulse.

I.

I(y) N N (IGI'* Ib) * 2 G b e(nT) cos[2w(nhfy/v * ey)] (14)

.6 %%"

This can be recognized as the discrete cosine transform of the sequence s(nT). with an
analysis bandwidth of Af. on a spatial carrier of frequency y-e*(N-1)Af/2v. The carrier
allows a bandpass filter operation to remove the bias terms, and the full complex DFT can e
be reconstructed by measuring the phase angle of the carrier for each resolvable frequency ,

component. The CCD is composed of an array of pixels that must have sufficient resolution
to adequately sample the spatial fringe structure under the DPT transform. For a pixel

size Ay. the number of pixels per cycle of the fringe structure is 1/yAy. and should 
be 04.

adjusted to 4 to I pixels per cycle. The total number of CCD pixels required is the.... --

product of the DFT space bandwidth product with the number of pixels per frequency
resolution element. which must be at least one cycle, thus K - NAfT/Ay ) 4NAfT.

copeetr otoeo h SI £0 sperum analzer The TI DT prceso.i anaro
The characteristics of the TI DPT processor described in the previous section arecomplementary to those of the ST AO spectrum analyzer. The TI OPT processor is a narrow , ..

band processor with analysis bandwidth Af(1/2T. and high resolution of 1INT. The SI O .

spectrum analyzer is a broadband processor with bandwidth B. and resolution -2/T , which
may also be limitted by the CCD pixel size which has a frequency width of vAi/1i. Since
the TI DFT processor is a I-D system, we can spatially multiplex an array of such
processors in the orthogonal dimension by using a 2-D CCD detector array. Since each of
the TI DFT processors in the array needs to perform the same narrowband spectrum analysis *..

operation. and each signal is brought down to baseband by the pulsed laser diode, then
they all can use the same reference AOD. One way that we can configure a 2-D acousto-optic -- a

folded spectrum processor is as an additive Mach-Zehnder interferometer with a SI AO
spectrum analyzer to perform coarse frequency analysis in the x dimension in one arm of

Additive Mach-Zehnder interferometer
A]For Cf Acufo-ni ded Unecturr e ",r.",as_ _ _ _ _ _ _ _"_

as Single Tone Output

a) d LD p
sCaN frequency axis

AO2 kr

AODI
asOP it fieuny.-.'-

b) F impulse aus~iSI->, o.r'

on carrie 

ri
S F~jI,-..- .'.

Tig. 5. a) Mach-Zehnder interferometer Fig. 6. Impulse response for bSI folded

for performing TSI folded spectrum. b) spectrum processor for a single tone
Crossection through TI fine resolution input at frequency f'-kIT*G. showing .
spectrum analyzer arm. c) Crossection uniform bias,signal dependent bias, and
through 31 coarse resolution spectrum impulse riding on carrier. ....-.
analyzer arm.
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the interferometr. and a spatially multiplexed array of TI DFT processors in the other arm
In order to perform fine frequency analysis in the y dimension on each coarse frequency
bin. The fine frequency analysis bandwidth Af should be equal to the coarse frequency
resolution per pixel in order to produce a full folded spectrum without any gaps.

The description and analysis of the TSI AO folded spectrum processor is made with
reference to Fig. S. which schematically illustates the Mach-Zehnder architecture in the
upper half, and shows cross-sections of the fine and coarse arms in the bottom half of the ,
figure. The timing of the system Is controlled by a 10 MHz stable crystal oscillator that
is digitally divided by 100 to produce a stable 100 KHz pulse train used as the laser
diode trigger. The laser diode Is biased just below threshold and pulsed wfth a So nsec e
pulse every 10 pec. The anamorphic Gaussian beam profile of the laser diode is collimated
by the spherical lens and oriented with the long axis along the x direction in order to
optimally illuminate the entire SI AOD aperture. For the initial single tone experiments p.
reported in this paper the beam splitter reflects only about 10% of the light to the sI
arm of the interferometer, because the processing gain associated with the spatial
integration performed by the Fourier lens collects enough light to make this arm brighter
at the output plane. so the optical efficiency can be increased by directing more light to
the TI arm. For an actual SETI signal environment of broadband noise, the beam ratio can
best be balanced through the use of a SO beam splitter. In the SI arm a cylindrical lens
with power in y focuses the light to a narrow slit positioned to coincide with the center
of the diffracting acoustic beam, and incident on the AOD at the Bragg angle. The AODs
used in this experiment are slow shear mode TeO, devices with an aperture Tae70pseconds *.

and a bandwidth B-40 NHz. The signal s(t) applied to the transducer of AOD1 produces a *
diffracted component which is Fourier transformed in x by the following spherical lens,
which simultaneously recollimates in y. Thus each frequency component of s(t) produces a .. ,*. .•
uniform slit of light at the output plane. and the position of this slit varies linearly .
with the input coarse frequency. In the TI arm of the interferometer a cylindrical lens , .r
with power in x is used to focus the light down to a narrow slit along y which is incident
on AOD2 at the Bragg angle. Only a 10 psecond portion of the AOD needs to be uniformly
illuminated with the narrow dimension of the LD elliptical beam profile. The reference. - -

signal is generated by incrementing a 10 bit digital counter with each LD pulse. and ..
driving a 10 bit digital-to-analog converter in order to make a 1024 level staircase
lasting 10.24 masc. This signal is then applied to a phase resetable voltage controlled
oscillator whose phase is reset each LD pulse producing the waveform r(t) of Eq. 11. which "'-.
is amplified and applied to AOD2. The diffracted signal from AOD2 is Fourier transformed ,
by the spherical lens which recollimates in the x dimension and allows a bandpass filter
to be placed in the transform plane. The filtered light is retransformed in y by the
following cylinder, producing an image of the signal in AOD2 with the appropriate scale so
that one 10 psecond sinusoid fills the entire CCD aperture E in the y dimension, and is
uniformly spread out in the x dimension. The final beamsplitter recombines the two beams -
at an adjustable angle, and the CCD time integrates the interferometric product between
the two waves for a single video frame time of 16.7 msec. The CCD vertical syncronization
signal is used to reset the 10 bit digital counter and begin another folded spectrum
calculation by time integrating the next 1024 laser diode pulses.

The operation of the processor can be described analytically by combining the results
of the previous two sections. The optical field incident on the CCD during the nth pulse
is the sum of the reference wave acting as a linear spatial frequency modulation in the y
dimension, with the spatially Fourier transformed signal within the aperture of AOD1. The
photogenerated charge profile detected by the CCD on each LD pulse is the modulus squared
of the field incident during that pulse. Thus the time integrated interferometrically
generated charge distribution recorded on the CCD after a full frame of processing is
given by Eq. I5.

NII(u'y) j b G JA f(x.n) e-J2wul dx12n-0

- N Ibl'. N IG IA f(x.n) e
"ibwux dxI2

N-1 - e -

* 2 b G tJA f(x.n) d-j2aux ax I Cos[2w(nAfy/v + ay)) (is)

The phase reset reference wave starts at frequency f and steps through N discrete
frequencies separated by Af, and the angle of incidence in the y direction 0 can be - -
adjusted to make the resulting fringe structure at a desired spatial frequency
y-e+(N-1)hf/2v. The output pattern consists of a uniform bias term due to the reference

V.V



beam. a signal dependent bias term with no variation In the y dimension, and the lost term
which is recognized as the 2-D Fourier transform of f(xn), which Is the desired folded
spectrum of the long I-D signal s(t). The folded spectrum term is riding on a spatial
carrier of spatial frequency T In the y dimension so that it can can be demodulated from
the bias terms by an appropriate electronic bandpass filter. For the case of a single
sinusoidal signal of frequency f'-k/T+G. amplitude Hal, and phase 0. the output becomes

I0(u.y)- b ej2x(f +nAf)y/v . G •i2w(saf /v)y a Q(u-kITv) ej2wSnT 12

naa'

- N Ibl'. N G " lsl' Q'(u-k/Tv) "'

2 I G lal Ibi Q(u-k/Tv) N sincNT(S-Afy/H)) cos(2w*y+D) (16)

This pattern is the single tone impulse response of the system and is shown schematically .
in Fig. 6. It consists of a uniform bias term, a signal dependent bias ridge at the coarse
frequency location u-k/Tv, and the folded spectrum impulse of amplitude lal riding on top
of the ridge at fine frequency position y-SH/Af. The impulse is on a spatial carrier of
frequency 7 in the y dimension, with phase angle a which will vary on successive frames
according to its super fine frequency A-resA/NT6, thus processing of successive frames can
achieve even finer resolution. The resolution of Eq. 16 is given by the width of the sinc
function and is limited by the integration time to 1/NT. however the CCD spatial frequency
response will apodize the DFT and decrease the achievable resolution. The fine frequency
analysis bandwidth is seen to be Af as y is allowed to vary over the CCD height H.

Experimental results from this processor are shown in Fig. 7 for a fine frequency
analysis bandwidth Af-4 KHz. The processor was operated with a coarse frequency resolution-.
per pixel of 0 KBz. but due to limitations of the electronics the fine frequency analysis .

DFT Output
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bandwidth was limited to 10 1Hz and the data presented in Fig. 7 is therefore only a
portion of a full folded spectrum. Croassections along the bias ridge are shown in Pigs.
7a-d with different fine frequency inputs. The bias pedestal drops away near the edge of
the output trace indicating the region of processor analysis H-vT. At a fine frequency
difference of 120 Hz the constructive peak Is quite large and well away from the edge. At
a frequency of 240 Hz the destructive peak has moved over by about its width indicating
that a resolution of 120 Bz or better has been achieved. At.a frequency of 600 Bz the peak
has moved over much farther but seems to be broadening. At 2100 Bz it is clear that the
peak is broadening and decreasing in size. This appears to be due to the analog nature of N
the reference waveform generation introducing statistical frequency variation that produce
larger and larger phase uncertainties at higher frequencies. This problem can be
alleviated through the use of a digital buffer memory and digital to analog converter in
order to produce the reference waveform. However this digital buffer would need to contain
1024 lines of 1024 words each that must be read out at a 100 MHz rate, which is currently
unavailable to us. For this reason an alternative architecture with a much simpler
reference function was built for comparison purposes.

21=u InLugxAk~n9 £hLX Transfor go 2U £

A common method of performing spectral analysis with analog convolvers is the chirp
transform algorithm. This algorithm results from the observation that the Fourier kernel
can be decomposed into a convolution and two products through the use of the following
identity.

-2nm- (n-m) n -m (17)

This expression can be substituted into Eq. 10. which defines the desired DFT, and K. .
rearranged to yield the chirp transform expression.

*N-1 N-1

S(m) - s(n) e-j2* nmE exp(-Jwm'/N) I (s(n) exp(-Jwn/N)] exp(jw(n-m)O/N) (13)
n-0 n-0

An examination of this representation indicates that we can accomplish a DFT by first pre-
multiplying the input signal with a chirp. convolving the resulting product with a matched
chirp, and finally post multiplying the convolver output with a matched chirp in the
Fourier domain. Often only the power spectrum is required in which case we can neglect the
final post multiplication by the quadratic phase factor, since its magnitude is unity
everywhere.

There are a large number of methods for performing convolutions with time integrating
optical techniques utilizing acousto-optics and charge coupled devices. The features which
must be incorporated in a convolver are an array of multiplications, a shift operation a.-
an integration. An architecture we have used with great success for chirp correlations "

requires a temporally modulated input, a fixed chirp reference mask. and a CCD operated in
the time delay and integrate (TDI) mode. where the detector time integrates in a sliding .

coordinate frame. The CCD readout circuitry is modified so that it operates in a
continuously scrolling fashion referred to as TDI or shift and add. In this manner the CCD
accumulates photogenerated charge at each pixel site for one or more laser pulses, the
charge is then transfered vertically (y) by one pixel of width Ay. and each pixel
accumulates more charge. adding it to that previously detected. By the time a pixel has
fully traveresed the array of heigth Y. it has accumulated photogenerated charge from each
position in space at successively delayed times. If a tempirally modulated sampled signal
f(nT) is uniformly incident on the chirp mask c(y)-cos(by )rect(y/Y). and then imaged on
the TDI CCD the resulting signal that scrolls off the the edge of the detector in given by
the convolution of the temporal signal with the spatially sampled image of the mask.

I(ST) - f(nT) c(mAy) 6 *(m-n) - f(nT) c((m-n)Ay) 11)
n n * .% *

The index m enumerates the output samples obtained at the edge of the CCD at successive
times mT. We can use this convolver to configure a time integrating interferometric chirp
transform power spectrum analyzer by introducing a quadratically phase modulated
reference beam, and interfering this with a baseband phase modulated signal beam in order
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to perform an interferometric c€irp pre multiplication of the input signal as the detected
intensity f(nT)-o(nT)cos(b(nT) V ). where V-Ay/T is the TDI CCD shifting velocity. The
resulting time integrated power spectrum output would be obtained by demodulating the
interferometric product term from the bias terms and squaring the chirp transform
electronically. The analysis bandwidth of this type of TDI chirp transform spectrum
analyzer is limited by the sampled mask resolution to half the CCD shift rate for each
sideband of the reference chirp. A two sided chirp reference can cover an analysis
bandwidth equal to the CCD shift rate. A feature of this type of chirp transform is that
the spectral amplitude decreases linearly away from the center frequency as does the
spectral resolution, due to a decrease in the matching chirp overlap.

The chirp transform spectrum analyzer can be readily incorporated in the TSI folded
spectrum processor by including a quadratically phase modulated reference beam, and a
chirp reference mask imaged onto a TDI CCD. The resulting system architecture is shown
schematically in Fig. 8 and can be seen to be just a modification of the previous optical
system. The analytical desription of the TSI folded spectrum system with the TDI chirp
transform fine resolution processors results in the same signal and bias terms as in the
previous system and shown in Fig. 6. However the TDI approach has the advantageous feature
that it averages coherent optical artifacts and CCD pixel noise along the shifting column
thereby minimizing the system fixed pattern noise. The system output is given by

N--

F(u.m) f(x~n) e-jiux dx + r exp[-jb(nT)'V11 2 cos(b(mhy)*)rect[mAy/Yl (m-n)
n-0

N-2

- A f(x.n) eilI5ux dx ]2rcostb(nAy)*I cos(b((v-n)Ay)a) rect[U(m-n)Ay)IYl
n.0

+ bias terms (20)
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frequency ridge for the folded spectrum spectrum processor displayed in a 2-D
processor of Pig. I for fine frequencies format on a video monitor, a) 60.000 MHz
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we can see that the quadratically phase modulated reference beam results in an
interferometric premultiplication of each sampled baseband coarse frequency bin with a
temporal chirp. The combination of the chirp mask and the TDI CCD results in a chirp
convolution for each coarse frequency channel, and the resulting folded spectrum raster
scans out of the CCD as it scrolls. Experimental results from this processor are shown inFig. 9 and Fig. 10. Figures 9a-d show crossections through the coarse frequency ridge ofr-P-the impulse response of Fig. 6 for several input fine frequencies, and the decrease of

peak heigth with increasing frequency is apparent. Figure 10 shows the 2-D Folded Spectrum
output displayed on a video monitor for a variety of input frequencies. where the coarse
ridge is seen to move with 10 MHz frequency change, and 3 KHz moves the fringes in the
fine dimension along the ridge. The spatial and temporal chirp references used in these
experiments were two sided with 9 fringes per side giving a compression of 36, and
resulting in a spectrum analysis with 16 independently resolvable frequencies. The
sideband structure is highly visible due to the hard clipping of the mask. both the
spectral resolution and the linearity are better than 100 Rz. and the performance closely
matches the expected theoretical behavior.

lnla~ti A S 1a UM Di MR=.

A crucial requirement for the successful operation of a TSI signal processing system
is the ability to demodulate the signal from the bias terms. There are two main approaches
to signal demodulation which are shown in Fig. 11. spatial carrier demodulation and CCD
based demodulation. In carrier demodulation the interferometric signal term is placed on a
spatial carrier by the adjustment of the reference beam incidence angle, while the bias
terms remain at baseband. When these signals are output from the CCD. a bandpass filter
can separate the different components. and allow measurement of spectral amplitude and
phase. The filtered output can be electronically squared and low passed in order to obtain
a power spectrum, or rectification followed by a low pass can be used for measuring
spectral amplitude components. The CCD raster readout mechanism can be used to change a
spatial carrier in the horizontal direction into a fast temporal carrier that can be
simply bandpassed by an active filter. A spatial carrier in the vertical dimension
requires a more complicated set of video delay lines and a tapped filter in order to
implement the desired bandpass operation. The spatial carrier can be placed in the coarse
or fine frequency directions, but will cut down the available CCD space bandwidth product
in whichever dimension it is used. in order to avoid losing detector resolution, another
possible approach is to have two syncronously operating CCD detectors, one to detect the
interferometric signal and bias terms, and the other with just the signal term in order todetect the signal dependent bias. The two detectors must be precisely aligned and..-'..

subtracted pixel by pixel in order to remove the signal dependent bias, the reference bear,
bias term should be uniform across the array and can be subtracted with a level shifter.
An experimental bias subtraction technique we are investigating requires a special purpose
CCD with a Fill and Spill structure abutted to the transfer register in order to bleed off
an appropriate amount of charge to leave the signal term and a small amount of bias,
rather than have the bias use up the available CCD dynamic range.

AQ Foldedm fitL ....m& Pefrac

A summary of the performance parameters for the TSI folded spectrum processor
described in this paper are given in Fig. 12, for the Caltech prototype, and for the
potential of a fully engineered state of the art brassboard. The processor analysis
bandwidth is determined by the AOD bandwidth, the CCD width and Fourier lens focal length.
and by the laser diode pulse width at an acceptable level of illumination and temporal
coherence. The Caltech prototype was limited by the CCD width, which can easily be
modified. The minimum laser diode pulse width is determined by the multimode transient
operation for .e first 1 nsec which results in incoherent operation inappropriate for
this processor , however light limitations will also dictate a minimum pulse width
determined by peak output power. The number of coarse frequency bins is determined
primarily by the number of CCD pixels, but another limitation is due to the AOD time
bandwidth product and apodization uniformity. The availability of the Tektronix 2000x2oo0 0.
CCD is very encouraging for the development of optical processors requiring high .'
resolution 2-D detectors. The coarse frequency resolution is limited by the AOD. transit "-"'
time and spodization. but also determined by the FT lens focal length and pixel width. .
The number of fine frequency resolution bins is determined by the space bandwidth of the
reference functions and the number of CCD pixels available. If a spatial carrier is
included in the fine frequency dimension, then the number of fine resolution bins is
further limited , and a maximum spatial carrier frequency of 4-6 pixels per cycle I.
indicates that a maximum of 500 fine frequency bins could be predicted. The fine
resolution is fundamentally limited by the CCD integration time during which the LD is .-. ,'-.
being pulsed and the prototype processor has closely approached this limit. Actually a
greater difficulty is encountered in attempting to achieve a fine frequency analysis

.'..1.
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bandwidth equal to the coarse frequency resolution, which requires high bandwidth
electronic reference generation curently not obtainable with our prototype circuitry. The .,, ."

TDI chirp transform approach is limited in analysis bandwidth by the mask resolution and.
by the obtainable CCD shift rate, which is currently limited to 15 KHz for video %

compattible devices, but could be increased with special CCD circuitry. The total number
of independent spectral measurements that are being made in our initial experiments was
only IS.000 but a potential for on the order of 10 clearly exists. The dynamic range is
currently quite small due to coherence limitations and light starvation, but this will be
greatly improved in the next generation processor. The most important performance

parameter for the SETI search is the sensitivity to a signal hurried in noise, and the , ,,

processing gain limitations of the analog technique used to perform the spectral analysis.
The large AOD dynamic range allows very weak signals to be effectively transduced into the
optical processor. but a huge CCD dynamic range is not required to achieve the desired
processing gain. since the spatial integration achieves much of it.

Since sensitivity and processing gain are so important to the SETI application we
will include a simple analysis of the processor limitations based on the model' presented

in Fig. 11. For a weak narrowband CW input buried in white noise with power an we will
have a system input

s(t) - a eJit + n(t). (21)

The amplifier and AOD have a large linear region and a saturation regime that will
introduce third order intermodulation products that will degrade system performance. An
ideal gain G is included due to an optical power increase which will not increase the
relative power in the intermodulatkon terms. The processor consists of a SI coarse .... -.

friquency channelizer which acts as 10 band pass filters (BPF)., cascaded onto an array of
10 TI spectrum analyzers, resulting in the synthesis of 10- narrowband filters. The
detected spectral amplitudes are corrupt1 d by the inclusion of signal dependfnt noise, and
the detector noise term with variance ad . The processing gain is defined as the ratio of
input signal to noise ratio (SNR) to output SNR. and ideally it would be given by

PG .Min - - - l0 (22) %SN out a " Pga
a 4 4

Where p is the BPF width divided by the entire bandwidth, which is equivalently the
inverse of the number of channels. After the demodulation operjtion, which will remove the
bias terms and including the bias shot noise contribution in a the expected value of the
power spectum component at the frequency of the input tone wilibe

(S') - aG5  d (23)

The input sensitivity is determined by the minimum detectabk .sigpjal at the desired false ,.'..'

alarm probability, which for SETI is on the order of 10- -- in order to keep the
total number of false alarms manageable. By cross scanning the sky and comparing positions ,V .
and frequencies of spectral components exceeding the given threshold, the false alarm
probability can easily_ squared. Thus the minimum detectable signal resulting in a false
alarm probability of e would be 10 standard deviations above the noise.

4mnG
' )10!P'G'en+O. (24)

To minimize effect of the detector noise limitations we increase the gain G to the point
that the signal dependent noise and the detector noise are comparable. In this case . "
minimum input SNR that can result in a signal exceeding the threshold is given by 't

SNRmin o 4 inle; - 10(P'-v;G4J; - 200'. (25)
., .. .,

Thus the resulting input sensitivity Is degraded by l3dB from the initial -60dB. but only
adD of the degredation is an artifact of the analog optical processor. This estimate for
the actual input sensitivity of -47dB will be further degraded by the intermodulation

product terms due to the amplifier and AOD nonlinearities, by the shot noise due to the
bias, and probably most importantly by light starvation limiting the gain G.

.'....- . . . . .. .. .% %r"
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In this paper we have have presented preliminary experimental results from time and
space integrating folded spectrum processors that may have potential application in the
SETI program. The sampling action of the repetitively pulsed laser diode eliminates the
need for a distributed local oscillator reference wave-by aliasing all of the fine

4. frequency components to baseband at the output of the coarse frequency channelizing space % .

integrating spectrum analyzer as is required for the following CCD based narrow band time

integrating spectrum analyzers. Two methods of time integrating fine frequency analysis . -

were presented, the time integrating DFT, and the time delay and integrate chirp
transform. The TI DFT has the attractive possibility for incoherent addition of spectra in
order to improve SNR. but requires a very complex and accurate reference waveform. The TDI
chirp transform helps average out coherent noise and detector noise, and has a simple
reference function, but does not allow simple complex spectral demodulation, and is '

bandwidth limited by the available CCD shift rate. The possible advantages of this
technique over alternative digital approaches. are a decrease in system cost and
complexity, along with the elimination of the high speed analog to digital converter
required for digital processing. ?or a possible future spaceborne SETI search the optical
processor has decreased size. weight and power requirements over that of a digital" -
approach.

This work was performed under grants from the AFOSR and NASA. Kelvin Wagner is the

recipient of an ARO graduate research fellowship at Caltech. We thank Sam Gulkis and the . -
entire SETI science working group for introducing us to SETI and partially motivating this
work. We also thank Mike Haney for his collaboration on TSI optical processing.
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Caltecb PotentialDemadu,.,ion Schemes Prototype % .:?

laqlI mrat ow fms b B * Bandwidth 30 MHz I Hz --.

m J na Coarse Bins 384 2000-"

a) f, Coarse Resolution 80 KHz B/1000

*4.~ - - n[u. Fine Bins 491/acarre r  
2
000/a .ra.-

36
ff Fine Resolution 1 KHz f/1000

) 120Hz

N . Spectral Resolution 15,000 10' | v -

DR . Dynamic Range 50 levels 1000 levels

ms Subtraction with 2 CDs Sensitivity -40dB -60dB 4

) alas bias signal

c) Fig. 12. TSI AO processor performance for

Caltech prototype and predicted state of
the art brasaboard processor.

Sensitivity and eromssin.gain
Fill and Spill adantive bias ubtraction 'CD .

b b d 3:1= "

Fig. 11 a) Carrier demodulation. b)
Implementations for horizontal or
vertical carriers. c) Bias subtraction
with 2 CCDs. d) Fill and spill bias Pig. 13. Model used for sensitivity and

subtraction CCD test chip. processing gain analysis.

% %. %- %

a* a

-- a.,.;.

,,-.-..,

a.-. *J• -.... . . . . . .



pr _ -. W. - . *

352-19
.....

.%,a. *% .

Real Time Computation of Moments with Acousto-optics

Kelvin Wagner and Demetri Psaltis

Department of Electrical Engineering
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Abstract

The separable nature of the geometric moment generating functions and the serial raster
encoding of the image permits the 2-dimensional moment integral equation to be computed with
a cascaded system of 1-dimensional integrations. In this paper new optical processing
architectures are presented that use acousto-optic devices illuminated by pulsed sources to ,
enter the data into the optical system. The advanced state of the art of the components .
used and the flexibility of these architectures can lead to the implementation of practical
optical processing system for computing the moments of a real time high resolution image.

Introduction Z

Given a finite image intensity distribution f(x,y) over an aperture A, the p,qth " "
* geometric moment mpq of order p+q is given by the moment integral equation

m Af xp yq f(x,y) dxdy. (1)

The value of these geometric moments are sensitive to the position, scale, rotation and
contrast of the image. Appropriate nonlinia ?wobinations of moments can be made invariant
to all of these intraclass variations. ' ' These moment invariants may have
applications in pattern recognition as a low dimensionality feature space for image classi-
fication4 and in coding the essential features of an image8 . Alternatively the moments can
be used to normalize an image 7 so that intraclass variations are minimized, so that standard
pattern recognition techniques such as template matching can be applied successfully. The
zeroth order moment gives Ahe average of f(x,y). The first order moments locate the image
centroid x mlo/m o -'ol/znoo. The central moments p are defined with the centroid as

the origin and are invariant to translations of the image .
= x )'P (y-y)q f(x,y) dxdy

A

P' 0 (p (q) _;.)pr (-y) q-m (2*.r) . rs"rio siIO , "°%.

Rotation and scale invariant moments of order (p,q) can be defined in terms of the ordinary
moments mrs.

Coherent optical processors have been proposed to compute the moments 9-12, using 2-
dimensional spatial light modulators (SLM) for real time operation. The separable nature
of the geometric moment generating functions and serial raster encoding of the image allows
the decomposition of the moment integral into cascaded 1-dimensional integrations. New--a'
architectures are presented that use 1-dimensional acousto-optic (AOD) spatial light modu- e.
lators to enter the data into the optical system. In the first architecture the separable
moment generating functions are entered through the AOD's, which allows flexibility in the
choice of generating functions, and accuracy of their representation. Alternatively the
moment generating functions can be written on film or used to modulate the optical source .*.
and the raster recorded image is entered into the optical system through the AOD. The large" -"
dynamic range and rapid programmability of acousto-optic devices can allow the implementa-
tion of practical real time optical computers for the generation of the geometric moments of .
an image. ,

Space Integrating Processor

Film based coherent optical processors have been proposed 9-12 for computing the

geometric moments of an image using thg 2-D spatial integration performed by a spherical
Fourier transform (FT) lens. Tea ue' method requires multiple differentiation of the FT
of the image. The other methods 70, involve the spatial integration of the product of the

L ,, ..-. .... .-.
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image f(x,y) and the moment generating function g (x,y) - x yq Spatial frequency
multiplexing of the generating functions in a comter generated hologram can be used to
compute all the desired moments in parallel at separate locations in the frequency plane. 4P."

Since the geometric moment generating function xp yq is separable in cartesian

coordinates, we can replace the moment mask of Ref. 10,11 with a pair of crossed acousto-
optic deflectors (AOD) schlieren imaged onto the image film as shown in Fig. 1. This i-
similar to a triple product processor architecturel7 , except that the continuously modulated
source is now pulsed. If the pulse width is less than the inverse bandwidth of the signals
in the AODs, then it will act as a delta function in time and freeze the image o the
moment generating function when it illuminates the input image. The functions t and tq

are synchronously applied to the AODs as amplitude modulations to an RF carrier at the
center frequency of the AOD

j2 wfot ''.'-.

Slp(t) t e 
-

.2 nff tS (t) -t q  e(3) " " "

For odd powers there is a charge of sign at t-o that is represented with a 1800 phase
change. This will lead to destructive interference at the integrated output which can be
interferometrically detected. When these signals simultaneously slide to the centers of
the AODs the laser diode (LD) is pulsed, collimated, and focused into a horizontal strip
that enters AODI at the Bragg angle. The diffracted light is collimated in y and Fourier
transformed in x to produce a vertical strip that illuminates AOD2 at its Bragg angle. Both

% undiffracted components are filtered, and the doubly diffracted light is expanded in x to
a square so that AODl is imaged onto f(x,y) in the -x direction and AOD2 is imaged onto
f(x,y) in the -y direction. The light amplitude incident on the image is similar to an
outer product and is modulated by

Ei (x,y,t) 6 6(t) Slp (x+vt) S2q (y4vt)

= 6(t) S (x) S2q(Y). (4)

This is multiplied by the image transmittivity, f(x,y), and the product is Fourier trans-
formed by the integrating lens. This transform can be sampled at its center or integrated
over its whole extent to yield an interferometrically detected signal proportional to the
desired moment. - /

""q f(x'y) ddy ff x Y f(xy) dxdy. (5)

A A

All the desired moments could be computed successively with high accuracy and dynamic range
on a single detector pair very rapidly. For an AOD with a lOusec aperture time moments
through the tenth order could be computed in .5msec. This would allow many differently
windowed sets of moments to be computed during each frame time of available 2-D spatial
light modulators. Alternatively the moments could be computed simultaneously with lower
dynamic range in a few microseconds by using temporal frequency multiplexing of the moment
generating functions. This is shown in Figure 2. In this case the following signals are
applied to the two AOD's of the system.

P j2r (fo+pAf) t " -
S (t) r tp e 0

S2 (t - Z q ej27 (fo + q ~f ) t  1)'""
S(t) Z t~ e~" ~J0+qJ (6)

q=o

where Af is the frequency separation of the frequency multiplexed moment generating fuctions.
For an image bandwidth B [cy/mm] and acoustic velocity v, the different moments would be
spatially separated in the output plane if Af/v> B, and therefore could be sampled by an
appropriately arranged array of detectors.

The versatility of this system allows the direct optical computation of the central
moments ppq instead of the geometric moments mpq ' First the centroid is located in each

dimension separately by finding the oth and 1st order moments and using x lo/n..

%Im.4
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ou/m . or by operating the source CW, and locating the zero crossing of the detector's
temporal output as the generating functions for mlo or m0 1 slide through the Bragg cells.

To compute the central moments directly the moment generating functions are input to AODl
and AOD2 with a relative delay Td - T -T - x/v - y/v and the LD is pulsed at t-rT. This

aligns the origin of the moment generating functions with the image centroid, and the -*"
spatially integrated outputs compute the central moments v q. This architecture also
allows the windowing of the region for which the moments are being computed by simply
windowing the electronic si nals SI(t) and S2 (t), this would allow a rapid search for theo,
appropriate window within f~ x,y) tO be made under computer control.

Space and Time Integrating Architecture

The performance of the space integrating moment processor could be limited by the 2-D
spatial light modulator (SLM) required for real time operation. In many applications the.'.- .

image is available to the optical processor in the form of a serial raster signal. In this
case, the 2-D image f(x,y) can be entered into the optical processor one line at a time
through a 1-D SLM such as an acousto-optic device (AOD) 13,14 The raster scanned repre-
sentation of a continuous image f(x,y) is denoted by f(x,ny) where n is an integer and Ay
is the separation between the raster lines. The moments can be calculated from the sampled
image by replacing the integration over y in Eq. (1) with a summation over n

N
Ep Z(ny) f xP f(x,ny) dx.

n-l "

This formation suggest a hybird space and time integrating system 16'15'1 3 as shown in Fig.
3. The video raster lines are sequentially applied to an AOD operated in the intensity ,,-,-%
modulation regime and oriented in the x direction, as an amplitude modulation of an RF
carrier at the center frequency of the piezoelectric transducer. The AOD is illuminated by ...
the collimated light emitted from a closely spaced array of 0+1 pulsed modulated laser
diodes (LD). If all the LD's emit light at the same wavelength then the spatial frequency
multiplexed light incident on the AOD must be within its Bragg angular aperture. Alterna-
tively, the momentum mismatch can be compensated by varying the wavelength in the LD array,
so that the light from each LD is incident on the AOD at the Bragg angle for that wavelength.
When the nth video raster line completely fills the AOD aperture, the entire LD array is

* synchronously pulsed with a pulse width short enough to freeze the image of the raster line
,. within the AOD. The intensity modulation of the qth LD is given by

N qI q(t) E (n + bias) 6(t - nT), (8)
q n-l

where T is the video line time and the bias may be needed to represent the bipolar odd
moment generating functions. The bias is not necessary for the even moments and spatial
multiplexing can be used rather than bias to represent.the bipolar odd moments. The light
diffracted by the AOD is expanded and collimated in y and schlieren imaged in x, so the
intensity incident on P3 from the qth LD during the nth raster line is

03 (x,t) - I (t) f(t- - , nAy) - nq 6(t-nT) f( - , nAy). (9)3q v

At plane P3 a mask is placed containing the intensity transmittance variations xp at

different y coordinates:

t(x,y) L x rect I'PYo (10)The p-o Ly 0p-0o1 -L----j * 1) .

The light leaving P3 (modulated by the product of the incident intensity and the mask trans-
mittance),is then imaged in the y dimension and integrated in the x direction onto the plane
P4 * At the output plane there are (0+1) columns of (P+I) detectors each. Each LD, is
imaged onto a separate column and to avoid crosstalk the columns must be separated by
6>XFv/B, where F is the focal length of the integrating lens, v is the acoustic velocity and
B is the video bandwidth. If the detector is wide enough to collect all the light from its
associated laser diode then the detected signal on the p,qth detector during the nth pulse
will be proportional to v\:d

-"'
9...~~ ~ ~~~~~~ % .** . . . . .s*.p,. .
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(n(4) t 03 (x,t) d dt nqff ( ny) xP d. (l)

f 1 Jjv ...

Jn- )T

If the detector is time integrated for a full video frame the output of the p,qth detector • J .-*.

becomes

I (t) 03 (x,t) x
p dx dt

mpq q f 3..

N .. ".
Z n q f f (, n ay) xPdx

n0

r n q xP f, ny d

which is proportional to the desired moment calculation. All (P+l) x (Q+1) moments are
computed in parallel on a 2-dimensional array of detectors.

An alternative topology of the optical processor is obtained by spatially multiplexing
the LDs in the y direction as shown in Fig. 4. This elliminates the problem of Bragg angle
mismatch previously encountered, and allows all the moments to be detected on a single
linear detector array, without crosstalk. The mask must be repeated once for each laser -.
diode for this architecture and its intensity transmittance is given by

Q P
t(x,y) E XP rect Y-q(p+l)yPY0  (13)

q=o p-o I y(

Another useful feature of this architecute is its extension to bipolar processing as shown -
in Fig. 5. For odd q two laser diodes can be spatially multiplexed in the x direction, one
represents the positive and the other the negative portions of the moment generating
function. Similarly for odd p two rows of the mask are used to represent the positive and
negative portions of this half of the moment generating function. Two linear time integra- /.,4 .4
ting detector arrays are used to detect the four cross products. The outputs are electron-
ically added and subtracted to yield the calculated bipolar moment.

Discussion ." ,

In optical analog computers of this type errors and noise can enter into the calcula- .
tion for many reasons. These include noise in the modulated laser diode sources, non-
linearities in the acousto-optic Bragg cell, quantization errors and film nonlinearities of e '
the computer generated masks, optical aberrations, coherent noise and detector noise.
Careful optical and electronic design can minimize most of these effects, and in practice
the output detector array is a major factor that limits the accuracy of an optical computer. -. '.

Typical charge coupled device (CCD) detector arrays have an output SNR of 1000:1, which
allows a digitization of the optically computed geometric moments to a resolution of 10 bits. .,
A digital post processor can then combine the geometrical moments to produce the invariants .
and perform a pattern classification based on the invariant feature space. The geometrical
moment optical preprocessor takes the bulk of the computational load away from the digital
computer, however some accuracy is sacrificed.

The separable moment generating function N P is positive definite for even powers p,
and an incoherent unipolar intensity representation can be used. For odd powers p, the
moment generating functions become bipolar. Therefore the capability to represent bipolar .. . .

quantities must be incorporated in the optical processor. If coherent light is used the
cancellation needed for odd moment powers can be performed in the space integrating
processors by destructive interference and interferometric detection. However in the time
integrating architectures the processing is performed by integrating photogenerated charge
nthe detector, which is proportional to the number of incident photons or the intensity

and therefore strictly positive. Bipolar operations can be performed by placing the odd,%
moment generating functions on a bias. This in turn places a bias on the detector thereby 4.-%It.
decreasing the available dynamic range of the computed moments. Alternatively the positive % J ]

%-.. . .. .............................. ,................. ......... ,.... ....... •• ... .-... - -. '.-..
*. < ...... % -. :..,.. .... ;..?. . . ,. ..?<...... . -, , -....-. , ..... .-..-.... ....-
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and negative halves of the separable odd moment generating functions can be represented
in separate channels of the processor. The crossproduct terms must be electronically .
combined with the appropriate sign when the detector is read out in order to produce an '-*"
estimate of the bipolar moment. The achievable accuracy and dynamic range of this bipolar
estimate will be limited by the requirement that none of the detectors saturate, and that
the variances of the noise will add. The possibility of a special purpose directly coupled
detector structures to perform the continuous subtraction needed for incoherent bipolar
optical processing merits further research.

Conclusions

In conclusion we have proposed several optical computing architectures for calculating
the geometrical moments of images in real time. The space integrating processor requires
a 2-D SLM to represent the image, but has the flexibility of electronic control of the
separable moment generating function. With this processor the moments can be calculated .- '
sequentially at a rapid rate with high accuracy. The time and space integrating architec-
tures are not as flexible since the moment generating functions are fixed by the computer
generated masks. However since acousto-optic devices are used to enter the raster videodata into the optical processing system, the need for a real time 2-D SLM is avoided.
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Space Integrating Moments Architecture
with Crossed Bragg CellsF.0

INPUT INTEGRATING
IMAGE LENS DETECTOR Integrating Detectors

LD SLM 2-D SLM Loris
MY) F (x,y)

AODZ AOD2 LYP6

ADD 
P4II P5

PULSED ) P4t~&

LID1t :D S 2 (t)

IV'2

Figure 1. Space integrating geometric figure 2. Frequency multiplexed
moment processor with crossed space integrating architecture.
Bragg cells to enter the
separable moment generating
function.

PULSED
LDs

Space and Time Integrating Moments Architecture

Multichorinel Space integrating Processor for each Pulse
C,1Cnt): n 117(%,rn) x' ax M S

Time integrating Detector Sums for N Pulses24

M. X n fF(x,n)x n" cl xn
A

I fFjta te x' i t - -, p

01 F, P2  eflxpf)
Pulsed P3 (xn) x Pnr

- - - - - I rF..I) Roster Encoding ffxnxnd
Vn~ n2n:2 F at2) o Image F~xy)

n'x

.1 rl..NII f ff)xn)xpe dX ----

n1 n

*Figure 3a. Time and space integrating Figure 3b. Top view and operation of
*moment processor with horizontal the processor.
* spatial multiplexing of modulated

pulsed laser diodes and acousto-
optic entry of video raster data.

7~~



352-19

TIME INTEGRATING

DETECTOR

MASK o 0

AOO "
a p--

LDs .'" AC
- 

-

PAM

, - .- n- )
n~o

Figure 4. Time and space integrating moment processor
with vertical spatial multiplexing of the
laser diode array.

BIPOLAR MOMENT PE R TI DET:CTORS

PU.SED'.' .-
LDs

fl'.

'., r? f-.'.'.'.)

'n

Figure 5. Bipolar representation of the odd moment
generating function in the processor of Figure 4,
by horizontal multiplexing of the sources and
vertical multiplexing in the mask.

7
e','-.e..'

... . ..... •1.--,.,-......-.,..-..........
i, .,' ."., . ..-.. , % . ,. - • . * ." ', . .. " .** .,, *. * q'. " '. ' , . " . ". " . . ' . • ' . ".w % ° " ' . . " " * ." ," J" w " , " " . ' . .



JL.

Volume 52, number 3 OPTICS COMMUNICATIONS 1 December 1984

A SPACE INTEGRATING ACOUSTO-OPTIC MATRIX-MATRIX MULTIPLIER %
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An optical architecture is described for performing pipelined matrix-matrix multiplications. The architecture is imple-
mented using multiple transducer acousto-optic devices and a wideband photodetector array. A variant of engagement for-
matting allows multiple inner products to be simultaneously computed by I -D spatial integration, and through proper pipe-
lining the full product matrix is produced at the output of the detector array. The output matrix in this architecture is in a
format that is directly compatible with the input, a feature that can facilitate the implementation of iterative matrix algo-
rithms. Digital multiplication by analog convolution can be incorporated for improved accuracy by using a frequency multi-
plexed representation of the binary data.

1. Introduction position are examples of such problems [13). Optical
techniques can be applied to such problems by select-

The optical implementation of matrix operations ing an algorithm that can implement the required
has received considerable attention recently. Aichitec- operation with successive matix-matrix multiplica- 4

tures and algorithms have been designed that have in- tions, such as Gauss eliminations, Givens transforma-
creased the speed, accuracy and flexibility of optical tions or Housholder reflections [13]. For these algo-
matrix processors, extending the potential applicabili- rithms N optical matrix multiplications are required.
ty of such systems to a broader range of problems. and since each matrix-matrix multiplication requires
Specific advances that have been accomplished in re- N3 multiplies and adds, optical systems usually solve
cent years include the initial demonstration of vector- an N3 problem with A4 operations. However, the
matrix multiplication [1], the introduction of time in- speed and parallelism of optics can make the optical
tegrating systolic [2], engagement [3,4], and outer implementation advantageous, despite this inefficiency.
product optical processors [5], a frequency multi- The product matrix that is produced at each iteration
plexed processor [61, improvements in accuracy with during the execution of such an algorithm is used as
residue arithmetic [71, the utilization of the method one of the input matrices for the next iteration. It is
of digital multiplication by analog convolution (DMAC) therefore important that the format of the output
[8 9] in the above array processors [10,111, and a product matrix is directly compatible with the input
combination of systolic processing and the DMAC al- in order to avoid reformatting and minimize the itera- - -

gorithm in a two dimensional implementation utilizing tion time. The architecture described in this paper was - ."

crossed multichannel Brag cells for matrix vector mul- selected principally because the output can be ampli-
tiplications with digital accuracy [12]. fled and applied directly to the input. A space inte-

Perhaps the most significant application of numeri- grating implementation using a parellel output wide- _
cal optical processors is in O(N3 ) problems, i.e. ma- band photodetector array is chosen for accuracy and
trix algebra problems that require a minimum ofN 3  speed considerations. Several candidate data flow opti-
multiplications and additions, where N is the size of cal architectures satisfying these requirements are pos-
the matrix involved. The solution of a set of linear sible. In this paper we present one such data flow ma-
equations, matrix inversion, and singular value decom- trix proc sor which uses crossed multichannel acousto- " -

0 030.4018/84/$ 03.00 © Elsevier Science Publishers B.V. 173
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optic devices (AOD). The operation of the system is trices an array of inner products is formed on the de-
based on time and space alignment of vectors which tector array during each processor cycle. As data
allows the formation of multiple inner product sum- flows through the Bragg cells the output appears in the

mations via spatial integration in a pipelined fashion, same engagement format as the input, which allows di-
The matrix format is similar to an engagement array, rect feedback for iterative operations without latency.
but the data flow is transposed so that the local mul- Global system synchronization and sample defini-
tiplications needed for each inner product operation tion at the output are provided at each time interval p
form in parallel in space, rather than sequentially in T, by the strobing action of a repetitively pulsed laser
time. Each inner product is summed by a I-D space diode. The pulsed light is collimated and incident on
integrating condensing cylinder onto an output detec- the first multichannel acousto-optic device, AODI, at
tor. Many such inner product accumulators are multi- the Bragg angle in the x dimension. The elements of
plexed in the orthogonal dimension onto separate de- an N X N matrix A are applied to the N transducers
tectors of a linear array. of AODI in an engagement representation. They prop-

agate continuously along the x direction at a velocity
equal to one inter transducer spacing of AOD2 each T

2. Optical processor architecture s. Rows are represented in individual channels as se-
quential acoustic pulses separated by T s. The nth row

The proposed optical architecture for matrix-ma- of the matrixA is applied to the nth transducer of
trix multiplication is shown in fig. 1, along with the AODI with a delay ofnTs. In this manner the matrix
appropriate data flow. The principal components of is folded back in time into a sliding parallelogram for-
the system are a pulsed laser, two orthogonal multi- mat we call time engagement. The optical field emerg-
channel Bragg cells (one with N channels, and the ing from AODI is spatially filtered in the Fourier
other with 2N - I channels), a linear array of N wide- plane to remove the undiffracted component and the
band photodetectors, and lenses. The optical processoi diffracted field is imaged onto AOD2 at the Bragg
is a 2-D array ofN 2 analog multipliers configured as an angle in y. For clarity the image reversal of the imag-
array of N space integrating inner product processors. ing system is ignored. Matrix B propagates in AOD2
With the appropriate engagement format of the ma- in they direction one channel separation of AODI

Spa" b, b, b, t

Engagement b, b, b. ..

Data ba bl, b. if

Time Engagement Output

a ~Matrix Product C-AiD -

Pulsed Collimating . .

Laser Pptc
Diode 7I

ai M 2 all

% . Im g /~ Inse-a in X Wideband -'- -

aA am Opic Anamorphic Array
AODI AOD2 OpticI

Time Engagement

Data Flow.

Fig. 1. Schematic representation of the space integrating aeousto-optic matrix-matrix multiplier, with the assoaated engagement - - -

data flow. (For simplicity, the details of spatial filtering and the effect of image reversal are neglected in this figure.)
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each Ts, orthogonally to, and synchronously with, the AODI. No interference with subsequent calculations Sb

motion ofA. B is delayed by (N - I)T s with respect will occur because of the zeroes included in the space
to A to allow the first row of A to fully enter AODI. engagement formatting of matrix B.
At time (N - I + k)T, the kth column of the matrix B If the Bragg cells are operated in the linear ampli-
is applied to transducers k through k + N of AOD2. In tude diffraction regime, and coherent detection is
this representation, called space engagement, the ma- used, then it is possible to make the outputs of the
trix is folded over in space to 2N - I parallel channels photodetectors appear at the center frequency of
which require N time cycles to be completed. The AODI, simplifying direct feedback. The coherent im-
doubly diffracted light is imaged iny and space inte- plementation allows complex valued matrices to be
grated in x by the anamorphic lens system following represented by the magnitude and phase of the acous-
AOD2. The light collected on each photodetector tic pulses. If the Bragg cells are operated in the linear
during each cycle is the sum of the product of the ele- intensity dif :action regime (incoherent implementa-
ments that are aligned within the corresponding hori- tion), then only real positive matrices can be repre-
zontal channels of the two AODs. As we will see in the sented, but simpler non-interferometric detection can
following paragraph, at the output of the detector ar- be employed. In this case the output matrix would
ray we obtain the product matrix C = A X B in a time not be on a carrier, therefore mixers would be re-
engagement format. quired to upconvert the output before amplifying and

At the Nth time increment the first row of matrix applying to AODI.
A in AODI and the first column of matrixB in AOD2

-, are spatially aligned in the top channel of the system.
The N local products alibi, are calculated in parallel 3. Frequency multiplexed DMAC

-" by imaging AODI through AOD2, and the sum
Jc - I alibi, is produced by spatially integrating An increase in the accuracy of this processor can be

all these products onto the top detector. One time in- incorporated by the use of the digital multiplication
crement Tlater the second row of A has fully entered by analog convolution algorithm (DMAC) [8-121. at
the second channel of AODI, and simultaneously the the expense of additional complexity. It is well known
first row of A has moved one column away from the that the multiplication of two time domain waveforms
transducer. In the orthogonal dimension, the first col- results in the convolution of their Fourier spectra.
umn of B has moved down in AOD2 one channel to en. This can be utilized to implement the DMAC algorithm
gage the second row of A and produce c21 = I-1 a2ibil by simply multiplying the frequency multiplexed bi-
via space integration onto the second detector. Concur- nary representations of two numbers.
rently the second column of B has been applied to The product z = x*y of twoM bit integers x andv
transducers 2 through N + 1, in order to align with the can be expressed as follows:
first row of A and produce c1 2 = 1.N ]aibi2 on the "-
first detector. In a similar manner successive inner 2(M-I) M-1 M-I
products are aligned, locally multiplied and globally z = =i)( yi2)

k=0 j=0 =accumulated to the N output detectors. In a total of
2N -- I time increments T, the output product matrix 2(4f-1) M-1
is produced in a time engagement format identical to 2k( Z Xiyk-i),
the format of the matrix A. Therefore it can be fed di- k-O .
rectly back to the N transducers of AODI with no re- where xi,y i are the bits in the binary representation
formatting or latency. This allows for fully efficient of the integers x and v and the coefficients
pipelining of iterative matrix algorithms, since after z 1 = v can achieve M discrete levels. A time

Zk= M0 X Yk-i e iceelvl.Atmthe matrix A is initially loaded into AODI there are domain representation of a fre"uency multipl"xed bi-
no more waiting periods required to load new ma- nary word is given by f(t) = 2 " 0x n expjnwt). The
trices. For instance, when the first element of the out- product of two such waveforms is
put matrix clI is produced the first row ofA has been
fully entered into OADI so we can begin entering the h(t) =f(t)g(t)

first row of the output matrix in the top channel of
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-1 M-1 ceeded or when the iterative matrix operation has
a(i XnexpOnwt)X( F ymexp~mwt)) converged, and the resultant matrix must be output

nO m-O in binary form. %

2(M-1) M-1 The major difficulty with incorporating DMAC in
= I | exp(jkwt )  the matrix-matrix multiplier is the complexity of the

k=O ( n-0 n frequency multiplexed encoding and decoding, and
the large number of A/D converters required to con-

2(M- x) vert back to true binary form. Each of the N detec-

r z k expakwt). (2) tors must be channelized into 2M frequency bands,

and each of these must be digitized every T s to an ac- 0-m' .
Thus the weights of the frequency multiplexed product curacy of NM. This could require as many as 2NM
waveform correspond to an M level digitally weighted A/Ds, which is probably impractical. Altematively,N AD
representation of the product of the two binary words, faster A/Ds could be multiplexed between 2M fre--'F I

This pseudo binary representation can be channeized quency channels each by performing a conversion V. '.~ *s**
into 2M - I frequency channels, each centered at kw. each T/2M s. To decrease the number of A/Ds even
The amplitude of each spectral component can be further it may be possible to digitize only one detec-
quantized to one of M levels by an A/D converter, and tor output at a time, and recycle the matrix for further p "- "'
true binary representation can be obtained with a digi- conversions by multiplying by the identity matrix.
tal shift and add register.pa

Digital multiplication by frequency convolution
can be incorporated in the matrix multiplier of fig. 1
in order to improve the accuracy over that attainable 4.issio
with analog data representation. This will increase the Acousto-optic devices are attractive transducers for ' '
required time bandwidth product of the AODs by a data flow optical processors because of their sliding
factor of at least the number of bits. The duration of window nature, wide bandwidth (>1GHz), large num-
the optical and acoustic pulses must be at least 2v/w s, ber of resolvable spots (TB>1000) and wide dynamic
to permit channelization at the detector output. The range (>60B). When dealing with multichannel Bragg
frequency multiplexed binary weighted data must be cells, however, the constraints imposed by acoustic
encoded in phase within each acoustic pulse so that diffraction and electrical crosstalk limit all aspects of , % .%

all the frequency components add constructively, device performance. Today a practical limit on the
When interferometric detection is used, the RF out- number of channels is on the order of 100 or less.
put from each detector will be the coherent sum of N Eventually larger arrays may be realized through the
frequency multiplexed multilevel binary weighted sig- use of anisotropic self collimation and effective RF
nals, occupying up to twice the original bandwidth, isolation techniques. The properties of the multichan-
This format is compatible with direct feedback to nel acousto-optic devices determine the processing
AOD I without redigitization in each cycle. Further power of the matrix multiplier and to a lesser degree
iterations would increase the required dynamic range the accuracy obtainable. In order to perform an N X N
of each frequency component and increase the num- analog matrix multiplication this architecture would
ber of nonzero frequencies. By examining the Fourier require an N channel AOD with TB = 2(2N - 1) % %
plane of AODI we can determine globally the num- (AOD 1), and a 2N - 1 channel AOD with TB = 2N %
ber of frequencies occupied for matrix A. If the avail- (AOD2), where a factor of 2 was included for intra

able number of frequency bins is exceeded by p ex- pulse dead time. If frequency multiplexed binary en-
cess Fourier components, then we can perform a glob- coding is used with M bits, then AODI requires a
al pseudo floating point rescaling of the product ma- TB >M(2N - 1), and AOD2 requires a TB >NM.
trix by increasing the local oscillator frequency used The detector array is composed of N parallel wide-
for heterodyne detection by pw. The lower order p band photo-detectors whose outputs are bandpass fid-
bits are then discarded by highpass filtering the detec- tered, combined with a steering matrix, amplified, and .% . ,
tor outputs, or with a Fourier plane aperture. Redigi- fed back to AODI. Single photodetectors can have a
tization is required if a detectors dynamic range is ex- wide dynamic range (>50dB), but large monolithically

176

% % % % %A

r 3,' e -



*4%

Volume 52, number 3 OPTICS COMMUNICATIONS I December 1984

fabricated arrays are limited by crosstalk. To obtain multiplication has been described. The architecture -.

the full dynamic range capabilities of the detectors, a avoids the serial readout bottleneck and dynamic
powerful optical source must be employed, and opti. range limitations of CCD arrays used in lime inte-
cal losses minimized, grating architectures. The wideband nature of the in-

To obtain an estimate of the processing power of put and output transducers can result in an analog
the space integrating optical matrix multiplier de- processing rate exceeding 30 GOPs (Billion multiplies
scribed in this letter, let us consider a target system per second), and in excess of 3 GOPs for the DMAC
for multiplying 32 X 32 matrices. AODI requires 32 implementation. Additional accuracy can be incorpo-
channels and a TB > 128, OAD2 requires 63 channels rated by the use of the DMAC algorithm and frequen-
and a TB > 64. If we assume a bandwidth of 128 MHz, cy multiplexing, but the improved accuracy is accom-
then the full matrix product could be obtained in I us, partied by an increase in complexity and expense. The
yielding an analog processing rate of 3.2 X 1010 mul- analog optical processor can be implemented with cur- __,
tiplications per second. At these rates the matrix rently available devices and simple electronic support
could be inverted in as little as 32 ;is with a direct algo- circuitry. It provides extremely high processing power
rithm, or a fraction of a millisecond with an iterative with reasonably good accuracy (equivalent to 8-10 .

algorithm. If we desire digital accuracy of 8 bits input bits) due to the high dynamic range that is achievable
and 16 bits output, then the system parameters be. with non integrating photodiode arrays.
come much more stringent. AODI requires a
TB > 1024, and AOD2 requires a TB > 512, which
could be accomplished with a bandwidth of 100 MHz, Acknowledgements
and a matrix multiplication time of approximately 10 -
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Adaptive AoOustooptic Procesor

Demetri Psaltis and John Hong
Department of Electrical Engineering. California Institute of Technology

Pasadena. Calif. 1125• N
Space-integrating, acoustooptic processors for adaptive, temporal filtering are

examined. The basic architecture is then extended to the space-time domain for application
in broadband phased array processing. An acoustooptic processor capable of such 2-
dimensional, adaptive processing is described. Jf

A major portion of optimum filtering theory concerns itself with the efficient
separation of useful signals from additive noise. Fixed optimum filters, such as the
Wiener filter. are applicable when the signal and noise statistics are stationary and known
apriori; the lack of such apriori knowledge, however, motivates the implementation of -..
adaptive filters which estimate the required signal and noise characteristics. The....-
implementation of such filtering techniques requires a processor which must be able to
compute various correlation functions of signal and noise and change its transfer function
accordingly.

The situation becomes considerably more complex when one is required to adaptively
filter signals in the space-time domain, as in the case of broadband array processing. The
number of broadband jammers that an adaptive processor can cancel without compromising its
directional discrimination can be uped as its performance measure. Electronic ,
implementations of such array processors have exhibited limited performance with respect
to this measure. The transversal filters responsible for temporally filtering the outputs
from the array elements are of low order and hence, operation is usually limited to 0
narrowband signals, due to hardware limitations.

The bandwidth requirements and the parallel nature of array processing make optical
implementations attractive. Various opticil implementations have been explored by
researchers in the area I . In a recent paper . we described two optical adaptive filters
for use in the time domain. These implementations are strictly one-dimensional, requiring '

' only one dimensional devices, permitting an extension to the space-time domain through the
- use of multi-channel AOD's. In this paper, we briefly review the operation of the,." temporally adaptive coustooptic filter. After this foundation has been established. an ..

adaptive array processor utilizing multi-channel AOD's in a space integrating architecture
will be described.

IL., &dapki Tampgra~l Lilt=x

To be adaptive, a processor that optimizes either the mean-square error or SNR criterion
must compute various correlation functions of the input signal and noise and vary its %I

* filter response characteristics accordingly. Specifically. we will consider situations
where the signal is broadband and the additive noise consists of strong. narrowband jamnmers -
whose frequencies are unknown; the jammer frequencies must be estimated for effective noise
rejection.

Shown in Fig.1 is a system diagram of the Passive Processor which was shown to .'- ,%'*
adaptively perform an approximate Wiener filtering operation 4 . The operation of the system@
can be explained heuristically in the following manner. Suppose that the input consists
soley of a single sinusoid, and consider the feedback signal. x(t). with the loop opened at
the summing junction. The input sinusoid is first convolved with a replica of itself.
delayed by a to produce another sinusoid of the same frequency. also delayed by a. at the
input of the correlator. This is then correlated with the input delayed by a to produce a
sinusoid with the same phase as the input sinusoid appearing at the summing junction; the
delays. a, cancel out due to the cascaded correlation-convolution operations. The
possibility of stable cancellation is now apparent since the two signals. the input and "*':
feedback signals, which are subtracted at the junction. are identical in frequency and ".
phase. Cancellation does not occur for a broadband input, because it correlates poorly with
delayed versions of itself, resulting in a negligible feedback signal. 2(t). The passive
processor thus discriminates against narrowband components of the input signal, while
preserving the desired, broadband components of the input, making it suitable for signalestimation. ..
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Fig.l Passive Processor Fig.2 Active Processor

For signal detection, where a known broadband signal is to be detected amidst an
additive collection of narrowband Jammers of unknown frequencies, a different system is
required. Shown in Fig. 2 is a system diagram of such a system, the Active Processor, along
With a brief, mathematical description of its operation; a complete description can be
found in reference 4. As with the Passive Processor. the basic operation of this system can
be understood using heuristic arguments. Suppose that the input consists soley of a large
amplitude sinusoid of frequency fr. and the desired waveform. s(t). is a broadband signal.
With the loop opened at the summing junction, the output, e(t). will consist mostly of a
sinusoid of frequency f this signal is then correlated with the input to produce another
sinusoid of the same athe summing junction. When the loop is closed, the
out ut sinusoid resulting from the convolution of the input and the code waveform. 8(t). is
180 out of phase with that which is produced by the feedback signal, and hence,
cancellation of the sinusoid takes place. Again, the feedback signal is negligible for
small amplitude broadband signals.

Both the Passive and Active systems require convolution and correlation as the basic
building blocks. In choosing the architecture to be used. we consider the following
important requirements: 1)wide bandwidth. 2)dynamically controllable convolver and
correlator. 2)convolver - correlator compatibility, 4)large dynamic range. These
considerations lead us to choose a space-integrating acoustooptic architecture.

".-4

Fig.$ Space-Integrating Acoustooptic Convolver r

Convolution can be performed with two AOD's as shown in Fig.3. The diffracted signal
from the first AOD is imaged with unity magnification onto the second and. in the coherent
realization shown, the diffracted components are spatially integrated onto a single
detector whose output photocurrent is

-T/

il(t) and i2 (t) are the complex amplitudes of the AOD input signals. v is the acoustic
velocity in the AOD. and W is the physical length of the AOD aperture. This integral can be
manipulated to yield the more familiar form:

t*T/2

t-_T/2

which is recognized to be a finite window convolution, time-compressed by a factor of two.
The seemingly troublesome compression is actually an advantage in this case as will be
apparent when we consider the correlator implementation. %
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Correlation can be performed with the convolution configuration just described by time-
reversing the input to one of the AOD's. This, however, is not acceptable for real-time V V
operation. Shown in Fig.4 is a space-integrating processor which provides the relative " I
motion between the two input signals that is required for correlation by using a %
demagnifying system between the two AOD's. The diffracted light from the first AOD is
imaged with a 2:1 magnification onto the second AOD. and the diffracted light from both
AOD's is spatially integrated onto a single detector. If the input to the second AOD is
time-compressed by a factor of two. i.e.. i 4 (t) - iS(t). then the correlator yields

T/4 teT/2
12(t) " ;(t+2T)'4(t+T)dT J i;(T)iS(t+')d% .

() '

-T/4 t-T/2

as its output. The above is seen to be a finite window correlation of the two signals.
i (t) and is(t). The advantage of obtaining the time compressed output from the convolver .,
Is now clear, since it can be used as the input to the correlator just described and thus
obtain a consistent, cascaded convolution-correlation operation.

Pig.4 Space-integrating Acoustooptic Correlator

The optical implementations of the Passive and Active Processors are shown in Figs. J
and 6. respectively, and they differ only in their electrical interconnections. Fig. S(6)
is the system of Fig.1(2) with the optically implemented blocks of Figs. 3 and 4. In both .1
cses, the upper branch of the processor computes the correlation while the lower performs
the convolution. Since the convolver and correlator have a common input, the first AOD is
shared. A more detailed description can be found in the previous publication4 .
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optical processors are particularly attractive candidates for adaptive broadband array

signal processing because of their inherent, multidimensional processing capability.
Noreover. the broadband requirement can be met by the use of broadband multi-channel AOD's; -,P

the large time-bandwidth products that are available translate to the possibility of
implementing very high order transversal filters. The acoustooptic processor which we now
describe is an extension of the active temporal processor described earlier, to the space-
time domain. Here. we employ a combination of multi and single channel AOD's to perform
the required operations.

The output of a general, space-time filter. with a finite accumulation time can be J.
expressed as ,J-., '-

N T/2 . j

y(t) - xi(,)hi(t-.) dT. (4)

where xi(t) is the signal from the ith antenna element, and h*(t) is the filtering function
in each channel. A similar expression is obtained for the optically implemented space-time
filter using two multi-channel AOD's shown in Fig.$. The output of this filter is

N T/2

yCt) - 1T~ 0itTh~+)dt 5

and we see that the only difference from the general filter (Eq.4) is in the time N
compression of the output. It can be shown that the optimum choice for hi(t) in Eq.(S) ..

satisfies the system of integral equations:

N T/2

f1 h(v'Tij(?-T) dr' I sift-T). ... - / ,.../:2 ...

where si(t) is the desired signal vector and yij(t) is the covariance matrix of the input .,-. .-.
noise g ven by

Tij(T) - E [ni(t)n (t-.0]. (7)

ni(t) is the noise vector appearing at the array elements.

-. J d

... %

Fig.$ Acoustooptic Space-Time Filter .. -

For adaptivity, we need to calculate and continuously update the filter function hi(t) '...
to drive the output to the optimum result. As with the previously described Active . * --
Processor, the output must be correlated with the input to produce the appropriate filter _ ,
function. Since the array processor has n inputs and one output, this requires that we
correlate n signals with a common one. This can be achieved with the arrangement shown in _
Fig.9 which shows the use of a multi-channel AOD driven by the n antenna element outputs.
in conjunction with a single channel AOD which is driven by the array output signal.
Specifically. the output of the ith element of the linear detector array of the correlator -.
is given by

T/2 .t
ri(t) - (lI/T) f y(t"r)X(t+2T)dr. (8)

-T/ 2

For proper correlation to appear at each output. the signal driving the single channel AOr.
must be time-compressed by a factor of two. This is indeed the case for the syster.
described, and thus, the AOD implemented space-time filter and the n-channel correlator
with a single reference are compatible.

Shown in Fig.]O is the array processor systeir diagram that shows the Interconnections _'7
that are required; it is a direct extension of the Active Processor to 2-dimensions. The
output from each antenna element is correlated with the processor output to produce the
filter function for that element. The steering vector. si(-t). determines the look

.. e.-%, %.

%p %.
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direction of the array and also is the temporal reference signal used for the detection of
the desired signal. aft). It can be derived by feeding a tapped delay line with a(t); the
output from the ith tap corresponds to si(t) and the tap spacing is adjusted to obtain the
proper look direction:

si(t) - a(t-iA) to aft-L(dlcOcose).

where a is the desired look angle from boresight. d is the array element spacing. and c is
the speed of light.

Fig.s Multi-Channel Acoustooptic Correlator

I--steering vco-

processor output

S.Fig.10 Broadband Adaptive Array Processor

Fig.11 shows the optically implemented adaptive array processor with the AOD-iinplenented
space- time filter in the upper branch and the n-channel correlator in the lower one. By
combining Eqs.(7) and (3). the equation that determines the filter function, hi(t) is seen
to be-

NT12
b1(t)-sl(-t)-(G/T

2)1 If x(-Px~-+~jtvPdd.(0
where C is the T/2 4t2~jt:9)t:~dd. (0

whee Gis hefeedback gain. Under conditions of low input SNR and large feedback gain4 .
F.2 can be transformed to the frequency domain to yield

(6/4*2) Hij(*) I-Nl(w1..j(a .sinc 2 
SW-Ws). (12)4*

.p o i- 
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For comparison, consider the Fourier Transform of Eq.6; when the accumulation time is .%-.

infinite. the optimum filter equation is given by ..-

2 rij(-)Bj(-) - xosl(-) (12)

i-i•

rij(*) - F.T. ( i()1

where r !(a) is the spectral density matrix. Identifying the integral in Eq.11 as the g. o.
smoothec estimate of the spectral density matrix of the input noise vector. Eq. 11 is
approximately equivalent to Eq.12. The effect of the finite time integration window is
seen in the smoothing of the noise spectrum.
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Pig.ii Adaptive Acoustooptic Phased Array Processor
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Acoustooptic methods for adaptive filtering of temporal signals are discussed. Two
specific architectures are presented: one utilizing space-integration alone and the other
combining both time and apace integrating techniques, Performance issues regarding the
space-integrating system are discussed in detail, and a description and experimental
results for the space-time integrating filter are presented.

Optimal filtering in unknown or time-varying signal environments requires the use of
systems which can compute the necessary noise characteristics and adapt to yield
approximately optimum performance. In this paper. the case of broadband signals received
in the presence of strong, additive, narrowband jammers whose spectra are unknown is
considered. This situation is illustrated in Fig.1, showing the useful broadband signal
overwhelmed by a strong jammer. If the spectral density ?f the jammer were known apriori.
then the Wiener filter whose transfer function is given by

SsH((w) S.
(0 + S (a)

s) S~s)a Sn,),
would be used to yield the optimum performance in the least mean square error sense (S (W)
and S (a) are the spectral densities of the signal and uncorrelated jammer noise. *.

respecively). In the case of interest, the noise spectrum is unknown and must therefore
be computed and the system response adjusted accordingly to approximate the Wiener filter.

signal

+ optimum filter St)+n(t)+Hout .T"'

jammer $igna* Jammer -L.
jafmmer °° e

Fig.1 Optimum Filtering Fig.2 Passive Processor

Several optically implemented adaptive systems have previously been propose. '$ .6'8 A
block diagram of the adaptive system discussed in this papyr is shown in Fig.2. The system
has been described in detail in a previous publication , and its operation is briefly ..
reviewed here; The two major components of the system are the convolution and correlation
blocks (indicated b,; * and *, respectively, in Fig.2). The outputs of the convolver and
correlator blocks are related to their inputs by

u(t) - 1_ s (t-:) s2 (r) dT , (2.

w(t) - _s(t." s(

respectively, where si(t) denote the inputs to the blocks. The processor discriminates
between narrowband signals which correlate well with delayed versions of themselves and
broadband signals which correlate poorly. Thus, with the loop open at the summing node
the feedback signal i(t) for an input consisting entirely of a broadband signal is --
negligibly small because such an input correlates poorly with delayed portions of itself.This is contrasted to the case where the input is a sinusoid, in which case the convolution '. '
of the input with itself delayed, followed by a correlation with the input delayed by the
same amount yields a sinusoid of the same frequency and phase as the input. When the loop
is closed, broadband components of the input feed through unaffected while suppression of
correlated portions takes effect. 1The following approximate input-output relationship can
be derived for the filter in Fig.2"C."',

z(t) x(t) - G11 z(i)n*(e-e)n(t+e-v-v) ded,, (3)

r N*0-
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Where z(t) is the output. n(t) is the input jammer noise, and x(t) - s(t) + n(t) is the
total input. A simple interpretation is found by the Fourier transformation of the above
equation. resulting in the following 'transfer' function: 5E*'

- , ( 4 )
X(.) 1 + G IN(.) 12  F.%

where Z(a). X(a), and N(n) are the Fourier transforms of z(t), x(t). and n(t), ' ,
respectively. If the jammer spectrum is sharply peaked at certain frequencies, the v %S

processor serves to suppress these components by an inverse filtering operation. .

52M Intgratn oical Z ,'-2n&

Ps.*5 - *5.

An acoustooptic convolver can be implemented using the SI architecture shown in Fig.3. . .
The specific set up shown in Fig.• is a coherent version of a geometry which can just as
easily be implemented using incoherent techniques. The light diffracted from AODI is
imaged onto AOD2, resulting in two counter-propagating signals at the exit plane of AOD2.
These field amplitudes are then spatially integrated by lens L3. and the integrated signal
is detected by the photodetector to yield the photocurrent, with a component proportional
to:

fT/4 
"'> .

II(t) - (2/T) fT4 il(t+%) i2 (t-x) d:, T-W/v. v-xlv, (3)
T.14

where v is the acoustic velocity in the AODs. and W is the aperture of the AOD. A change
of the integration variable leads to a more familiar form given by

1 t+T/211 (t) - (2/T) t-T/2 il(r) i2 (2t-:) dr. (6)

which is recognized to be a finite window convolution, time-compressed by a factor of two.
The complication of this time compressed output becomes an advantage when considering the
implementation of the correlator.AO" /* OS;.

, '

-'- '-. , *. ,

Fig.3 Space Inti- rtlng Convolver ...

/ t ~~~i4 (t e- O t  "
* 2 e"O

A. D.

hotodetecter'

J. ..ut> .

'.Z-
Fig.4 Space Integrating Correlator

4 (2 e 0-%

Correlation can be performed by the set up shown in Fig.) if one of the input signals
is time-reversed. Since this is incompatible with real-time operation, a different
geometry, one that is compatible with the time-compressed output of the convolveL. is
examined. Correlation requires that the input signals slide past each other without
coordinate inversion. This is achieved by the implementation shown in Fig.4 in wtich the
diffracted light from the first AOD is imaged with a 2:1 demagnification onto tht -cond ,,_
AOD. At the exit plane of the second AOD. the two acoustic signals are co-propagatv.. wit,
different velocities because of the demagnification. These signals are then spat:ly

".,,

V...............-- . S . ~*5* ~~S.S.~~*.5~***~ %*S **.~~ '***%
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integrated onto a single detector. If the input signal to the second AOD is time .
compressed by a factor of two, i.e., i4 (t) - i5 (2t). then the correlator output is

12(t) -(T)1_ /4 ;(t+2)i 4 (t.x)dv - (2/T)ltTi2 t;(v)is(t+v)dv. (7)

The above is the desired finite window correlation of the two signals, i 3 (t) and i 5 (t).
Since the output of the convolver in Fig.3 is indeed time-compressed by a factor of two. %
it can be used to drive the second AOD of the correlator. resulting in the cascaded
correlation-convolution operation that is required in the passive processor..

correlation signal out from convolver

ASAO3 I'
- - ~photodetector GA

input : x (t~e J O 0 "t""'

1.0!

convolution,

,I f 
z  

10 MHz "- .

input : x~t)e 0 " ' - 0 se .:'i. '

.4

photodetector 4 6 8 10 12 1. 1 '

feedback( to AOD3
%

Fig.5 Space Integrating Adaptive Optical Processor Fig.6 Freq.Response to One Jammer

,. Shown in Fig.$ is the complete processor. Since the correlator and convolver have one
common input. one AOD can be shared by the two blocks, resulting in a system requirinq only
3 devices. The input-output equation describing the processor in Fio.5 is given by

z(t) - x(t) - (4G-T2) TI4 x (t+2v)x(t+v+v)z(t-v+v)dvdv. (8)!T14 X,'".

where x(t) is* the input to the system and z(t) the output. For x(t) - s(t) + n(t), where
n(t) is the narrowband jammer and s(t) the broadband signal, the above equation can be
Fourier transformed to yield
Z(C.) 1 

"

X(M) I + (G/i2 ) f-: IN(a)1 2 sinc 2 (w-a)T/4].da

The above 'transfer' function has the form of the inverse filter described earlier, except
that the noise spectrum is smoothed by a sinc function due to the finite time windows of
the AODn.

The optical system described thus far was implemented for preliminary study. Jamme%
J suppression was successfully observed; however, the maximum, stable null depth obtained was

limited to 7dB. It is important to theoretically characterize the performance limits of
the processor in terms of system parameters such as the AOD aperture size and detector
noise before we attempt to systematically improve the performance level. Three important

I- :

-- m%
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response due to the delays inherent in the system.
T e rescutiod 1) the resystem is characterized entirely by the size of the OD

apertures for they determine the length of the signal sample at any one time. When the
input consists of a single sinusoid at frequency a and amplitude A. the exact form for the
Fourier transform of the output can be determined from Eq.8 to be

U(s) - • (10)
I + GA2 Sinc21(.-.0 )T/4u(

where Z(a) and X(.) are the Fouritr transforms of the output and input signals.
respectively. A plot of Z(u) for GA - I .T - 10 psecs., and u0 /2x - 10 MHz is shown in
Fig. 6. The sidelobe structure is entirely due to the finite apertures of the AODs. The f
sidelobes can be reduced at the cost of widening the null at the jammer frequency by - '-
introducing apodization functions through the appropriate illumination of the AODs. The
issue of apodization will be examined more closely later in the discussion of transients
and stability.

While the finite apertures determine
the resolution of the processor. the
maximum mulling depth is governed by

x(t) (t) other mechanisms. In order to better
understand this limitation, the

n (t) deterioration in the cancellation of one % %

~t G jammer. n(t) - Aexp(jOt). due to the
system noise contributed by the detectors

t) and amplifiers is now studied. The
j ( ) system model depicting the noise sources
n (t) is shown in Fig.7. where n (t) is the

noise from the feedback amplifier while
n2 (t) and n3 (t) correspond to those
arising from the photodetectors in the

Fig.7 System Noise Model convolver and correlator, respectively.
The poise processes are a sumed to be

independent, stationary, complex gauss.an processes , each with variance at. Since the
input is a single frequency janner. the convolver and correlator behave as narrow-bandpass
filters centered at that frequency. If the space bandwidth products of the convolver and
correlator are larger than the feedback gain, the contribution of the noise sources
ni(t).n 2(t), filtered by the convolver and correlator is negligible compared to n3(t) which 2
is added directly onto the feedback signal i(t). The portions of noise which are fed back
are suppressed by the correlator and convolver and can be neglected to first order. Thus.
only the noise due to n3 (t) appears directly at the output. We expect that the performance
limit set by the system noise would not be reached unless the jammer amplitude is
suppressed to a. the noise level. In our experiments, however, the jammer in the output
signal was clearly stronger than the system noise, showing that the noise performance limit
was not reached. 4.

X j( 2t *e. _

Si e t WO.tf)eJ a trical

2 i3(t)e te Tsf il
("Ct ) e) 0t " O'+

ig.$ AO Delays Fig. Delay Modified Convolver and Correlato

Amore severe limitation can arise from the time delays that exist in the AODs. Showin Fig.$ is an AOD with the spatial coordinate, x. centered on the AOD. If an electrical %: i '.
signal s(t) is used to drive the AOD. then the amplitude of the acoustic wave in the AOL) is
proportional to a(t-x/v-T/2). where T is the total aperture time. This effectivell :

%introduces time delays to appear in the feedback path which can cause instabilities in the %.
processor. To minimize the delays. the AODs in the convolver and correlator can be shifted

in space as described in Fig.9 to result in the following convolver and correlator input-
output equations. including the delays:

T/4

convolver: u(t) - (4/T) f0 i (t-T/2+)i2(t-%) dv. Ill)

- , . ~ ~... . '.

II: ,/.. .... ...- .....- .. '..*%



Corelator: w(t) - (4/T) 0r~i t
414

The resulting modified system is described by the following equation:

0(t) - z(t) - 1(GIT2)/ T /4 x e (t-T/2*2P)x(t-T/2+4)z(t-T+4)dvd. (12)T/4 0
For a single jammer input. x(t) - Aexp(je0 t), the above can be transformed to give the

following, exact frequency domain result:

X(s*0 ) .
S(**) " • •(13)

I GA2 sinc2 [(u-oo)T/8xnexp[-j(w-oo)T/41 ()

The phase factor present in the denominator is due to the delays. The consequence of this
phase factor is that the denominator is no l.-nger positive for arbitrarily ljrge values of
G. In fact, the denominator vanishes for (a-eo)T/4 - x with G - G - * /4A , indicating
instability for gain values larger than Gc which corresponds to an amplitude suppression of
only lOdB. This value of maximum suppression is verified by computer simulations of the
processor response to a step input. Fig.lO shows the envelope of the response of the
processor to a unit step jammer input, for G-1, and G-2.S. which is near the critical
value. Gc. The initial constant portion of the response is due to the delays in the
convolver and correlator. Indeed. the second plot shows an oscillatory behavior, indicating ,.%5.
marginal stability.

1. 
1.0

G-1 G-?.5
A-1 A-1

.5o ...-

T 2T 3T 4T T 2T 3T 4T ,

time .time-. 25

Fig.1O Step Response

1.0

C, 9. 3
A 1

0.s

' I
0 ,

T 2T 3T 4T
•,tine

Fig.1 Step Response with Exponential Apodization .',

The low critical gain stems from the rather large sidelobes of the sinc 2 function
coupled with the phase factor due to the delays. At the cost of loss in resolution, the
sidelobes can be reduced by apodizing the AOD windows. resulting in systems which car
tolerate higher feedback gains while remaining stable. As a simple example. the effect ofan exponential tapering function was evaluated by computer simulations. Shown in Fig.11 is
the step response obtained with exponential apodization. Convergence is still rapid. and

7-7
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the suppression is improved to 20dB. Other tapering functions may yield stable nulling
performance to match that predicted by the system noige considerations as discussed earlier %
but at the cost of loss in resolution. ,

BMsz21aa Intkgagxn Q~tIMl pj2C2AUa& _

In the SI system, the desired correlation function is formed by a SI correlator and
read out with a SI convolver. Alternative approaches where integration in both time and
space are used have been described by Rhodes$ and Penn6. In such systems, the correlation
integral is computed by a time-integrating spatial light modulator (SLN) and read out with '_ .
a space-integrating convolver. We now consider an implementation using the photorefractive e
crystal BSO a1sthe time-integrating SLM. The advantages of this implementation over the J.
previous ones-'7 which used the Hughes liquid crystal light valve and a phosphor screen,
respectively as the time-integrating SLMs are: I)the system response speed is easily
controllable since the response time of the photorefractive effect depends on the exposure
level. 2)a coherent implementation is possible. )higher resolution is exhibited by the
photorefractive devices. 3)since the crystal does not respond to DC or bias levels, the
implementation will not suffer from bias build-up problems common among time-integ.rating.
systems. 4)the photorefractive devices are simpler since they require only the crystal and
a voltage source to supply the external field which is required for some crystals.

The photorefractive effect can be understood in the following way. Two writing beams
of light which are spatially modulated with information intersect in the crystal to form an
intensity grating pattern. Because of the spatially varying intensity pattern, the charge
carriers in the crystal redistribute themselves into a space-charge grating. The electric
field associated with this charge grating accordingly modulates the refractive index of the
crystal through the electrooptic effect, allowing the read-out of the written information
by a third beam. A property characteristic of this effect is that the response time is
inversely proportional to the average writing beam intensity impinging on the crystal. '
This property translates to the controllability of the system response time in the present
application. an added flexibility. In our experiments, the time constant was on the order .
of a few seconds because of the relatively low writing intensities used.

Shown in Fig.12 is a time integrating correlator that exploits the time response
characteristics just described. AODI and AOD2 serve to spatially modulate the writing
Argon laser beams with two counter-propagating signals s1 (t-x/v) and s2 (t*x/v); an imaging
lens pair is used to image the AODs onto the BSO crystal. The index grating formed within
the crystal is modulated by the correlation of the two signals. The diffracted read-out
wave contains only the modulation of the index grating and is thus bias-free. It can be .4

shown that the amplitude of the diffracted light is:

t (tl-t)I.
Ediff(x) f C0 S(tl-2x/v-T/2)s(tl*2x/v-T/2) dt1 . (14)

t-2x/v-T/2
f s(t2)s(t2+4x/v) dt2 , %
t-2xlv-Tl2-".,.

T-time constant of BSO. J"P

which is the cross-correlation function of sl(t) and s 2 (t) with the spatial coordinate, x. "4'
being the shift variable. This correlation can be detected by imaging the crystal onto a
CCD detector array for serial read-out.

He-ie _ - _ Argon (A-488rm) .'.-
He-Ne o.... W 'ite

r'% 4.

Read t:I WriteI:

Icrystal _

Fig.dt BSO Correlator

TV.
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The incorportation of the correlator just described into the adaptive system of Fig.2
is rather simple and requires the addition of only 1 AOD with & 4:1 telescope to compensate
for the 2:1 demagnification used in writing the correlation onto the BSO. The system is '-

shown schematically in Fig.13. The output and input ( z(t) and x(t). respectively
constitute the inputs to the correlator. AOD3 is also driven by the input signal and
diffracts a portion of the Se-Ne read beam to pass through the BSO unmodulated. The DC

from AOD3. however, is Bragg matched to the index grating in the crystal and reads out the ('.-,
correlation function. If all of the AODs are driven at the same frequency, then the beam
diffracted by the BSO crystal and that diffracted by AOD3 are collinear and interferetemporally at a0 the Doppler frequency introduced by AOD3. The two diffracted waves are .
Fourier trans ormed by lens LS, and the resulting intensity is detected by the 1.%

photodetector. The output current is the convolution of the input, x(t). and the
0 correlation formed inside the crystal, and it becomes the feedback signal. (t). which is

then subtracted from the input to produce the output signal. The resulting input-output N.
eqn. is.%.

. ~T/8 t- ",.
'. z(t)Z t) - G_ fTI8ft_ x (t'-2a-Tl2)x(t-4a-TIl)z(t' 21-T/i)dt'd:. saendtmitgrl

which is similar to the SI system except for the presence of both space and time integrals.

One underlying assumption behind * . -

Eq.14 and hence 15 also, is that the

crystal is thin enough to put the read
out process into the Raman-Nath regime.
This is not the case, however, and the

input: x( )ew t coupling between the writing beams must
be taken into account. Coupled wave
theory predicts that the phase of the

AD3 output: index grating will be a function of the
ratio of the two write beam intensities;

-, z(t)0 O this was found to be the case
4:1 J experimentally. This introduces a

AOD1 complication in the present system
ACC because, as soon as the processor begins

to suppress an incoming jammer. the
output. z(t), begins to decrease in
amplitude, causing the ratio of the

AOD2 intensities of the two write beams which
emerge from AODI and AOD2 to diminish.
This translates to a phase change in the
feedback signal, possibly causing
instability to appear. This can be
remedied, however, by placing an AGC

Fig.13 Space-Time Integrating Processor (automatic gain control) amplifier at the
input to AOD2. As adaptation proceeds

and z(t) begins to decrease, the AGC tracks the drop in amplitude to keep the input
of &OD2 at a fixed value. The system just described has been set up in the laboratory for
preliminary study. Shown in Fig.14 is a result showing the spectrum of the input signal, a
jammer at 70 MHz, and that of the processor output. The observed suppression was about 15
dB. Better suppression can be expected as better AGC amplifiers are used.

• -'.

Fig.14 Suppression of Jammer (70 MHz) with BSO Processor

.) input spectrum b) output spectrum
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Two optical implementation& of adaptive signal processors were described. The space-
integrating processor was shown to exhibit very fast response times but also stability
problems which could be corrected to a large extent by apodization techniques. The use of
such a processor would be appropriate in situations where the jammer noise is varying
rapidly in time, such as in the case of blinking jammuers or frequency hopped jammers. The -A"
space-time integrating system was implemented with a photorefractive SO SLM to form the
necessary correlation function in conjunction with a SI convolver for adaptive filtration.
Although considerably slower that its SI counterpart, it has the flexibility of a
controllable response time. Future research in phototefractive materials may yield faster
crystals.I Mknm~nn o .

This research is supported by the Air Force Office of Scientific Research and in part
by the Rome Air Development Center.
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Measurement of the temporal coherence properties of
pulsed single-mode laser diodes

Mtihe Haney and Demetri Psaltis

The coherence of a single-mode laser diode, under high-speed pulsed modulation, is limited by instabilities
in the lasing wavelength arising from transient phenomena in the junction region of the laser. This paper
reports the results of an experiment to characterize the effects of these modal instabilities on the temporal
coherence of pulsed laser diodes. The primary intent of the experiment was measurement of the cumulative
effect of the modal instabilities on the fringe visibility in interferometric time integrating optical processors.
A conclusion of this study is that commercially available laser diodes can be used as pulsed light sourees in
interferometric applications in which the pulse width of the laser is long compared to its characteristie rahor. 1-4
ence time constant and short compared to its characteristic thermal time constant. Furthermore. the inter- %
pulse modal instability can be minimized by prudent choice of operating conditions.

I. Idroduction diodes include the coherence time constant of the laser
The advancement of the state of the art of commer- and mode hopping. In this paper these effects are

cially available laser diodes in recent years has led to characterized individually for commercially available r.A

their wide use in optical communication and informa- single-mode laser diodes, and the overall coherence %
tion processing systems.1- 3 Laser diodes are particu- function resulting from the combination of the effects
larly attractive for applications in which volume and is modeled and measured.
power consumption are constrained due to their small The coherence time constant of the laser diode is
size and high efficiency. In addition laser diodes can defined as the time after the onset of laser oscillation in
be modulated directly with bandwidths of up several which the laser changes from its initial multimode op-
gigahertz. When laser diodes are pulsed or modulated eration to a single dominant lasing mode. The coher-
the spectral purity of the radiation is reduced from that ence time constant sets a lower bound on the pulse
achievable under cw operation, and the temporal co- width, since it must be a negligible portion of the pulse
herence decreases accordingly. This paper reports the width to obtain coherence. After single-mode operation
results of a study to characterize the phenomena which has been established, the stability of the laser mode is
degrade the coherence of single-mode laser diodes under affected by junction heating, which leads to a continu- ,

pulsed operation. ous change in the lasing wavelength throughout the
A primary factor affecting the coherence of pulsed duration of the pulse and intrapulse mode hopping

laser diodes is the rise in temperature of the junction which results in an abrupt change in wavelength. When
area during the pulse due to ohmic heating.4 This effect considering time integrating interferometric systems,
causes a change in the lasing wavelength and, therefore, where many pulses may be integrated, the pulse-to- ,- *

degrades the temporal coherence. Analytical models pulse or interpulse mode stability must also be deter-
for this behavior, based on the thermodynamic prop- mined. If the laser does not consistently select the same
erties of the laser diode structure,5 ,6 are in good agree- mode in which to oscillate for every pulse, the coherence
ment with measured results.7 8  Other phenomena will be degraded. Finally, it should be mentioned that
which affect the temporal coherence of pulsed laser the coherence properties of the laser diode are in-

fluenced by the operating conditions, and, therefore,
measurements were made over a wide range of operating %
conditions.

Most of the measurements were made on the Hitachi
HLP-1600 laser. Measurements were also made on the
Mitsubishi ML-3001 and RCA C86030E lasers for " "-,
comparison. Unless otherwise stated, the data pre-

The authors are with California institute of Technology, Depart. sented are for the Hitachi device. The experimentalsetup with which the measurements were made is de-Received 26 December 1984. scribed in the next section. The experimental results

0003-6936/86/131926-07$02.00/0. are presented as well as the trade-offs that exist between
0 1985 Optical Society of America. performance and operating conditions. Finally, the
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coherence function for the pulsed laser diode is derived STORA L I-,S6 PHOTO Ox®E ARRAY

and compared with the experimental results. OSCILLOSE ~ ~ 00!MA
INTEGRATING LENS. CVLI WOPICAL ,47

i. Experimnt-
The pulsed laser diode coherence measurement setup

is shown schematically in Fig. 1. The setup is a Mi- AVALAHCHE -EA--SPLITTER. S2

chelson interferometer consisting of mirrors M1 and M2 OTO-DIODE T.
I nsec RI$[TIME INTEGRATING

and the beam splitter Bl. Mirror Ml is mounted on a LENS. 4' ._
micrometer stage to allow variations in optical path
difference (OPD) from 0 to 5 cm. Mirror M2 is A

mutdon a piezoelectric translator to allow conve- 10NCLIAN LEDOEnient monitoring of the fringe depth at the output of the ,IEz0OETEC MIROR. M2 COLLIMATINGo0

interferometer. The laser drive electronics consist of TRAMsLAT.O Ell.DE

a current pulser with variable rise time and dc biasing < .U I.fTE , ,
capability. BEiM SPUTTR. 1 E

The light at the output of the interferometer is de- T RNSLATOR"- I o VE ,L s , - " -
tected by a high-speed avalanche photodiode and in- DIE vSCSE

dependently by an integrating linear photodiode array. ELECTRONI

Beam splitter B2 permits simultaneous data collection .IRROR M.
with the two types of detector. The avalanche photo-
diode that was used is capable of measuring rise times F
of 1 nsec. The photodiode array temporally integrates Fig.1. Laser diode temporal coherence measurement setup.

the interferometrically detected light of many sequen- '
tial pulses to characterize the pulse-to-pulse coherence "'.
of the laser. When data are being taken with the pho-
todiode array the output beams of the interferometer
are slightly misaligned along the dimension of the
photodiode array by tilting mirror M1. This produces
a linear fringe pattern on the array, and the fringe vis- ,...,..
ibility of the interference pattern that is observed on the
array is a measure of the coherence over many pulses.

A. Coherence Time Constant
The coherence time constant is estimated by mea-

suring the time from the beginning of detectable light
intensity to the time of maximum fringe visibility. This Fig. 2. Coherence time measurement, 1 nsec/div.
is accomplished by modulating the OPD with mirror M2
by *X/2 at - 1 kHz with the piezoelectric translator.
When many individual pulses are simultaneously dis- allow accurate measurements of the effect at the short
played on the screen of the oscilloscope, the persistence (subnanosecond) time scale involved.
of the screen's phosphor causes the trace to smear due The coherence time constants of the Mitsubishi and
to the varying relative phase between the interfering RCA lasers were also measured. These lasers have
beams. This smearing occurs only when the laser is coherence time constants comparable with those of the
oscillating in a single longitudinal mode. During the Hitachi laer diode. At large peak power (>35 mW),
start-up period of the pulse, the light is incoherent, and however, the coherence time constant for the RCA laser
thus the trace of many pulses appears as a single line. diode became dramatically longer. In this case, the
The coherence time constant is approximately the dif- shape of the interferometrically detected light pulse
ference between' the time light is first detected as a indicated that two or more competing modes continued
single trace and the time of maximum smearing due to to oscillate simultaneously for periods of up to 50 nsec ,
interference. before one became dominant.

Figure 2 shows the interferometric activity at the In conclusion, it was found that the coherence time
leading edge of the laser pulse. The first 8 nsec of a constant of the single-mode lasers we tested was be- -_.
50-nsec pulse with 15-mW peak power are shown. The tween 1 and 2 nsec. Therefore, if the laser pulse is much
OPD for the data of Fig. 2 is 1 cm, and the time scale of longer than 2 nsec, the coherence time constant will not
the displayed data is 1 nsec/div. The envelope of the significantly affect the coherence properties of the laser.
trace in Fig. 2 is a measure of the modulation depth of For example, if 50-nsec pulses are used, the laser will bethe interference, and thus it provides an estimate of the oscillating in a single mode 96-98% of the time..,.. '

coherence time. The coherence time constant in Fig.
2 is -1.5 nsec. Prebiasing the laser is a dc level just B. Intrapulse Stability
below the threshold current of the laser reduces the The intrapulse stability of the lasing mode is mea-
coherence time constant slightly but not sufficiently to sured by studying the trace of the output of the ava-
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temperature change on the phase difference measured
with the interferometer:

d(A)/dT = -2d'/
2

. (5) Z IW. 0 bis

The change in junction temperature during the be- %

ls 5:ginning of laser oscillation has been modeled as fol- .
innlows: "S W._ SO as.as.%

AT(t) = Toll - exp(-t/7), (6) 
' - So - bi,

where To is the asymptotic value of the junction tem-
perature change, and T is the thermal time constant
which is determined by the thermal resistance and ca- 0.5 1.0 1.S 2.0

pacitance of the junction. By integrating Eq. (6) and tim. ,sc
substituting in Eq. (7) the following expression for the
phase difference as a function of time is obtained: Fig. 4. Rise in junction temperature for different operating ,conditions. ._

Aft(t) - 2vdTo'[1l - exp(-t/)/X2. (7)

The change in junction temperature is plotted in Fig. .
4 as a function of time from the data in Fig. 3. The
phase of the amplitude modulation is used as a measure
of the change in junction temperature with time. The , "
data clearly show that the temperature rise is expo- 'I'W" -

nential in nature and is a close match to the model of Eq.
(7) with time constants that are equal to several hun-
dred nanoseconds.

The rates of wavelength shift of the RCA and Hitachi
lasers were compared at an output power of 20 mW for
100-nsec pulse widths. It was found that the wave-
length of the RCA laser shifted at approximately one
half of the rate of the Hitachi laser. This is attributed Fig. 5. Intrapulse mode hop, peak power = 20 mW, bias - 0. 100 Z

to the larger optical cavity of the RCA device which nsec/div.
leads to a longer thermal time constant. --

Mode hopping is the second type of intrapulse mode the shift is large enough, an adjacent mode will move v
instability that was observed. This phenomenon closer to the center of the gain curve than the current
manifests itself as a discontinuity in the intensity lasing mode and will take over. Slight changes in the
measured at the output of the interferometer. Figure ambient temperature of the laser's heat sink will also
5 illustrates the effect of an intrapulse mode hop in a manifest themselves as shifts in the mode position rel-
20-mW pulse. The OPD, pulse amplitude, and pulse ative to the laser's gain curve thereby changing the mode
width were chosen sufficiently large that the effect of hopping rate and/or the position within the pulse at
the junction heating as well as the intrapulse mode which the mode hop occurs.
hopping were observed. The pulse width in Fig. 5 is 800
nsec, and the OPD is 4 cm. At this particular OPD the C. Interpulse Stability

sudden change in mode during the pulse manifests itself Interpulse instabilities occur when over a long se-
as a step change in the phase of the intensity modulation quence of pulses the laser does not always choose the
of -180e indicating that the OPD is close to a value same mode in which to oscillate. This effect was also
which is an integral number of X2/2(6,), where 6) is the characterized in the experimental setup of Fig. 1. The -:,A.

intermode spacing of the laser. pulse repetition frequency was set at 20 kHz, the pulse
In general, the probability of occurrence of an intra- width at 50 nsec, and the peak power at 10 mW. The

pulse mode hop increases at higher pulse amplitude and OPD for these data was 1 mm. Under these operating
longer pulse widths. For the Hitachi laser diode it was conditions intrapulse mode hopping is negligible.
found that for a pulse width of 50 nsec, the frequency Furthermore, the change in the phase difference be-
of intrapulse mode hops is <1/40 for a peak power level tween the interfering beams due to junction heating is
of 12 mW or less. The RCA laser at 12 mW was found small enough so that the resulting output can be con-
to have about twice the rate of mode hopping of the sidered a sampled version of the cw case. The OPD was
Hitachi laser. modulated by ±X/2 at a frequency ot 1 kHz. Modu-

The rates of mode hopping given above are averaged. lating the OPD in this manner reveals the fringe depth
The actual mode hopping rates varied significantly from of the interfering beams. An interpulse mode hop will
measurement to measurement. Intrapulse mode manifest itself as a discontinuity in the sampled wave-
hopping occurs because the positions of the modes shift form. The output of the avalanche photodiode was
in relation to the gain curve of the laser as the temper- monitored on the oscilloscope, and an oscilloscope trace
ature of the junction region rises during the pulse. If of this measurement is shown in Fig. 6. Figure 6 shows
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A.

that one mode is dominant, but occasionally an adjacent
mode is selected. Different modes will, in general, have %
different relative phases between the output beams of
the interferometer. This causes the detected intensities
for the two modes to be different, as shown in Fig. 6. It
is clear that for time integrating interferometric sys-
tems, in which the light from many laser pulses is de-
tected interferometrically and summed, interpulse
mode hopping could severely degrade the fringe visi-
bility and thus must be minimized.

As with the intrapulse mode hopping, the rate of in-
terpulse mode hops was found to be determined by the
electrical operating conditions of the laser. In general, Fig. 6. Interpulse mode hopping.
the laser was more stable (a single mode was more likely -
to dominate) at lower peak power levels. This is
probably due to the more gradual buildup of laser os-
cillation at the lower drive current levels resulting in J-
more consistent selection of the dominant mode. It was
also found that the rate of mode hopping could be sig- ,@
nificantly reduced by altering the shape of the current
drive pulse to have a slower rise time. Measurements '

of the interpulse mode hopping rates were made for .. '. (*

different drive pulse shapes and peak power levels. For .-.
these measurements the slope of the leading edge of the (a (b)
drive pulses was varied while maintaining the peak level
pulse width at -50 nsec. Figure 7 shows oscilloscope Fig. 7. Laser drive pulses: (a) 10-nsec rise time; (b) 80-nsec rise
traces showing the shapes of typical drive pulses that time.
were compared. For the Hitachi laser it was found that
for 10-nsec rise times, the interpulse mode stability was
>95% for peak power levels below 6 mW. However, for %
drive pulses with rise times of 80 nsec, such as in Fig.
7(b), the laser diode exhibited >95% stability for peak
power levels up to 12 mW. For rise times >80 nsec no
measurable improvement in the interpulse mode sta- : . %"'

bility was observed. Furthermore, it was noted that .',..
applying a dc bias current to the laser at a level below
the threshold current did not significantly affect in-
terpulse stability.

D. Coherence Function Measurement
The four types of instability phenomenon that were Fig. 8. Fringe pattern generated by 10,000 interferometrically de-,

discussed in the previous sections combine to degrade tected LD pulses.
the fringe visibility in an interferometric system. The
relative importanoe of these instabilities to coherence width must be such that the intensity measured at the
degradation depends on the operating conditions of the output of the interferometer will fluctuate only a frac-
laser diode and the OPD of the optical system. The tion of one of the cycles shown in the examples of Fig.
effect of the coherence time constant is minimal if it is 3.
short when compared to the pulse width. For the Evaluation of the combined effects of the individual %"
measurements reported here this condition was gener- instabilities on the visibility of the interference pattern
ally met, and, therefore, the coherence time constant that results from the integration of many sequential %0
was a minor factor. Furthermore, we found that in- pulses was accomplished by studying the output of the
trapulse and interpulse mode hopping are minimized photodiode array. Figure 8 is an oscilloscope trace of
by proper choice of operating conditions. the array output. The trace represents the time inte-

For example, with the Hitachi laser at a peak power grated interferometric response of -10,000 individual
of 10 mW, the combined intrapulse and interpulse mode laser pulses over a period of 50 msec. The data shown .

hopping occurs at a rate of less than 1 mode hop in were taken at approximately zero OPD and thus rep-
twenty pulses for a current drive pulse whose shape is resent the largest attainable fringe depth. In the ex-
similar to that of Fig. 7(b). The most significant in- ample of Fig. 8 the pulse width is 50 nsec. The actual
stability is the wavelength shift due to the heating of the fringe depth achieved is not 100% because of several
junction area during the pulse. To maintain a high imperfections of the system. The photodiode array has
degree of coherence for a particular OPD, the pulse dark noise and signal spreading which will lead to bias
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contributions. Furthermore, the very short multimode .....

portion at the beginning of each pulse adds incoherently %
to result in a contribution to the bias.

A measurement of the fringe visibility, normalized o
to the maximum fringe visibility obtained at OPD = 0, 0 "

as in Fig. 8, provides a direct measurement of the co- so %

herence function under different operating conditions. . .
The measured fringe visibility as a function of OPD for
different pulse widths is plotted in Fig. 9. In these data DO .ioosec
the effects of mode hopping have been minimized, , 200 ,,sec
leaving junction heating as the primary factor that is _ _ _ _ _ _ _ _ _

responsible for reduced fringe visibility. 10 1
GPO, -

Ill. Coherence Function Analysis Fig. 9. Measurements of the modulus of the coherence function for

In this section we derive the coherence function for 10,000 time integrated pulses.
pulsed laser diodes based on the model of the thermo-
dynamic properties of the laser junction given in Eq. (6).
The coherence function analysis is then extended to
time integrating systems by including the effect of in- p SO 1- 7,

terpulse mode hopping. 7 . .
The coherence time constant of a single-mode laser .

diode has been treated theoretically in the literature.."
It was predicted that, at moderate to high peak power
levels, one longitudinal mode dominates very rapidly
(-1 nsec) after the onset of laser oscillation. This is in I %
good agreement with our measurements. The coher- 25
ence time phenomenon made a negligible contribution
to the coherence degradation when the pulse width is
very long compared to the coherence time constant. 5 10 1-
We assume this to be the case and neglect this effect in oPi. am.

our analysis. We also ignore intrapulse mode hopping F.. etlds hce eui
because it was also negligible under the operating con- Fig. 10. Theoretical modulus of the coherence function.

ditions used. Therefore, the dominant phenomena
degrading the coherence of the laser are the intrapulse We now write an expression for the normalized coher-
modal instability due to junction heating and interpulse ence function as a function of the OPD: %
mode hopping.

For a single pulse, the coherence function of the sin- G(d) - (exp/w(t)tl expl-lw(t )(t - d/c)Jl), (11) ""
gle-mode laser diode is assumed to be determined solely where () indicates time average over the pulse duration '6
by the junction heating as modeled by Eq. (6). This P. In (11) w(t - dic) is approximated byw(t) because
effect is deterministic, and, therefore, in this case the -dc is negligible with respect to T. We havE L ,
coherence function does not involve ensemble averages.
The coherence function for multiple pulses, on the other GWd) - w12)/* t
hand, with interpulse mode hopping, in stochastic in d
nature. We will first derive an expression for the effects W
of junction heating and then add the effects of random Substituting in Eq. (10) and using the assumption that ,. ,
interpulse mode hopping. P << r, so that exp(-t/T) L1 - t/' on the interval P,

The electric field at the output of the interferometer the integration in Eq. (12) can be performed in closed
is given by form:

E = exp~ji(t)t] + expiUw(t - d/c)(t - d/c)], (8) G(d) = sinc(dcP) expi21r(d/X, - dciP/2)], (13)

where d is the OPD of the interferometer and w(t) is the where c1 = X'To/Xl~ and sinc(x) = sin(rx)/rx.
laser's oscillating frequency which changes with time The fringe visibility V is defined as the magnitude of
due to the junction heating effect. From (7) the the coherence function. Hence, for pulse widths much
wavelength as a function of time is given by less than the thermal time constant, we have

M(t) = + ToWIl- ezp(-t/r),. (9) V- Isinc(dcP). (14)

where , is the lasing wavelength at the start of the Equation (14) is plotted in Fig. 10 for pulse widths of
pulse. Since the change in wavelength due to the 50 and 100 nsec. A thermal time constant of 350 nsec
junction heating is small compared with k,, we have is assumed. The measured fringe visibility (Fig. 9) isj in good agreement with Fig. 10. Note that the effect of

wit) - 2rc/(t) o (2rc/A,)l1 - X'Toll - ezp(-t/7)1/X1l (10) a large pulse amplitude on the coherence function would
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IL_
100 V2 = IandCP)112p -2p+ 1 + 2p(l -p) oal[(&d/cl" 2 . (17)

- 100 nfiec This function is plotted in Fig. 11 for p = 0, p = 0.1, and
7s pf0.5forapulsewidthoflOOnsec. Figureldepicts

the degradation in coherence due to the interpulse mode
p.0 hopping instability.

%'
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Abstract

The acousto-electro-optic (AEO) interaction that is presented in this paper is based on 
. "

the combined Acousto-optic (AO) and Electro-optic (EO) effects. The effect is analyzed and i
demonstrated experimentally. The application of AEO interaction to light modulation and
deflection are discussed.

I. Introduction

The most widely used methods for wideband light modulation are either the acousto-
optic(1 ) or the electro-optic (2 ) effects. Each type of modulator suffers from its own _

distinct limitations. For instance in an AO modulator there is a tradeoff between band- _
width and diffraction efficiency. A small transducer provides a large bandwidth but at 771
the expense of reduced diffraction efficiency and vice-versa. An EO modulator in an
anisotropic crystal has low angular aperture, requires high voltage and it is configured "
with polarizers and a phase retarder requiring tedious alignment. When a modulator s
implemented using the combined A-O and E-O effects a new flexibility is introduced with
which we can overcome some of the limitations of the two individual modulators.

In this paper the A-E-O interaction is introduced (Section 2) and experimentally con- 01
firmed (Section 3). An assessment of the properties of an AEO modulator is presented in
Section 4 and in Section 5 we discuss the use of the A-E-O effect as a liaht deflector.

II. Acousto-electro-optic interaction

The basic configuration of an AEO modulator is shown in Fig. 1. The device is operated
in a normal configuration of an anisotropic acousto-optic modulator. An acoustic wave is
launched in the crystal by the piezoelectric transducer and the device is illuminated at
the Bragg angle. In addition, electrodes are deposited on the crystal, so that a high
voltage can be applied and thus an electric field introduced in the crystal, at the same
time. . ,, ",,'

,,-.'.1 ,.

6b

AID I

VsO V ae (f)

.. .-. ".

Figure 1. Basic configuration of the Figure 2. Phase matching diagram of the &A
AEO device. AEO interaction
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The acousto-optic interaction is analyzed by coupled modes analysis( 4 ) which can be

schematically represented by a phase matching diagram (fig. 2). The solid curves in the
figure represent the wave-normal surfaces of the crystal without the external voltage.
When an external voltage is applied to the two electrodes of Fig. 1, the shape of the index
ellipsoid changes due to the E-O effect and the wave-normal surfaces move accordingly
(dotted curves in Fig.2). For simplicity we depict the case that only the outer curve
changes. Assuming that the crystal is aligned for perfect Bragg matching for zero applied "
voltage, then by applying the voltage a phase mismatch is introduced and the diffracted
light intensity varies according to the amplitude of the external voltage.

The intensjy of the light diffracted in the first order for phase mismatch equal to %_
AK is given by

(1) Id I in n[sinc (/n + (AKL/2)
2 ]2  - '.'

d, in ',
, %. .,, -

where

Iin - incident light intensity

- diffraction efficiency of the acousto-optic interaction _
L - interaction length

If we define the voltage VAEO as a measure of the electrically induced phase mismatch in
the AEO effect, satisfy the following P

(2) AKL - V

then VAEO is given by:

V *AEO h
(3n n M L

where X-wavelength, n-refractive index, h-height of the crystal Ln the relevant combination
of electro-optic coefficients and V is the applied voltage. VA EO is approximately equal
to both the half-wave voltage of the A-E-O modulator and to the half voltage of the same "
device utilized as an E-O transverse modulator. We can rewrite (1) in terms of %

vAE° as follows:

(4) I1 ff 1 i n [sinc ( + V£ _) 2.2 : . '

~ d = in tin
This is the diffracted light intensity formula of the AEO interaction and we can see that
this is a direct effect, i.e., the modulation function, in Eq. (4), is not simply the
product of the electro-optic and acousto-optic effects.

III. Experiments

An experimental device was constructed to verify the A-E-O interaction. (A photograph
of the device is-shown in Fig. 3). The device was constructed from a Y-cut LiNb03 crystal
with dimensions 40x7x12 (x-y-z) mm. Two electrodes were evaporated on the (0,1,0) surfaces
and connected to a high voltage power supply. An acoustic transducer, mounted on the .*.- 4
(1,0,0) surface, launches a transverse, y-polarization, acoustic wave in the x-direction.
A beam from a He-Ne laser propagates near the z-axis (1.80 from z-axis). The intensity of
the diffracted light (normalized to n 'in) is plotted in Fig. 4 as function of the
voltage (normalized to vAEO/l). The theoretical (solid) curve is given by Eq. (1) and(4.
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Figure 3. Photograph of the experimental device. .

In this experiment VAEO was 6 kV and n, the diffraction efficiency was 2%. .

* r"R)ENTAL DATA

INTENSITY

1.0 .
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Figure 4. Experimental results of an AEO modulator. f-,,,-

Theoretical Curve INTENSITY - [SINC (VOLTAGE)) 
2

0 Experimental Data, VOLTAGE = V/vAEO

VAEO - 6 kV

The experimental results are in excellent agreement with the theoretical curve. ..

IV. A-E-O modulator

The simplest device that can be implemented with the AEO interaction is a light ..
modulator, in the arrangement of the experiment discussed in the previous section.

Specifically if the acoustic signal consists of a single fixed frequency (the center
frequency of the device) with constant power, then the diffracted light intensity can be
modulated by varying the voltage applied across the electrodes of the device, in accordance ..... ::
to the curve in Fig. 4. Interestingly, the same device can be used as either an acousto- %
optic modulator by temporally modulating the acoustic power or alternatively as an electro-
optic modulator by varying the applied voltage and observing the transmitted light through
crossed polarizers. In this section we compare the AEO modulator to the properties of the
electrical driving circuit with which the voltage is applied across the electrodes.

The piezoelectric transducer does not affect, in any way the bandwidth and therefore

it can be designed to maximize the diffraction efficiency by increasing the transducer
(and thus the interaction) length.

* ,44%
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In addition the acoustic transit time limitation that is associated with the AO

modulator is not encountered here and thus an extended optical beam can be modulated. -,

Therefore the temporal characteristics of the AEO modulator are similar to the character-',
istics of the EO modulator which are generally superior to those of the AO modulator. The i'e
spatial characteristics of the AEO modulator, on the other hand, are the same as the AOmodulator. The modulated light is angularly separated from the unmodulated light and thus

the need for cross polarizers is eliminated. The AEO modulator works with unpolarized
light as well (with a loss in diffraction efficiency by a factor of 2) and in general the
alignment of the AEO (and AO) modulator is less tedious. For instance, the numerical
aperture of the AEO device we discussed in the previous section is 1.10 an O deviceusing the same crystal has only .6* numerical aperture. The interaction geomejy of the

AEO modulator can be optimized to yield several degrees of numerical aperture. This is
the most important advantage of the AEO modulator over the EO device.

The modulation curve of the AEc modulator (diffracted intensity vs. applied voltage) *_
is given by Eqs. (1) and (4) and is plotted in Fig. 4. This modulation curve is different

from the EO or the AO modulators, but the linear dynamic range that can be obtained from
the modulator is approximately the same. For instance we have compared the linearity of
the AEO and EO modulators by calculating the modulation depth obtained in the two cases
when the third harmonic of modulation is set to 1% of the fundamental in both cases. The
modulation efficiency in this case is 44% for the AEO modulator and 48% for the EO
modulator.

The voltage level that is required in the AEO device is similar to that needed in a .
transverse EO modulator. The required voltage can be reduced by increasing the interaction
length, reducing the height of the device and using materials with higher electro-optic
constants. The geometrical improvements can be most conveniently accomplished through the
use of surface acoustic waves and optical waveguides. This is a possibility we are
currently exploring. d

V. Acousto-electro-optic deflector

Another possible use of the AEO interaction will be to build an AEO phase mismatch .-. ,
compensated deflector.

The number of resolvable spots in an AO deflector is given by (1)

too T .-X>

where 6eT is the total deflected angle, X is the optical wavelength, n is the index of

refraction and D is the optical aperture. toT is given by the bandwidth of the deflector.

This bandwidth is given by the transducer bandwidth and the phase mismatch introduced by
the deviation of the scanning acoustic wave frequency from the center frequency. If the
appropriate voltage is applied to compensate the phase mismatch introduced for each scan-
ning frequency, a larger bandwidth can be obtained and therefore a larger total deflection
angle and a larger number of spots. The compensating voltage is approximately linear in
the phase mismatch, AK and therefore also linear in the change in frequency f - f

c

The device discussed in section 3 was also used to demonstrate the AEO deflector.
The results of these experiments are shown in Fig. 5. The normalized intensity of the
diffracted light obtained with and without the compensating voltage is plotted as function
of the acoustic frequency. The compensating voltage, as function of acoustic frequency is
plotted in the same figure. From Fig. 5 we can see that the bandwidth of the AEO deflector
is about 2.5 times larger than that of the AO deflector and is limited by the electrical
bandwidth of the transducer. As expected the compensating voltage is linear in f - fc
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Figure S. Experimental results of a phase-mismatch
compensated AO Aeflector

A. Ideal response of the Compensating Deflector.
B. Real deflected light intensity of the Compensating

Deflector due to the transducer bandwidth.
C. Deflected light intensity without compensating voltage.
D. Compensating Voltage.

VI. Conclusion

The most important characteristic of the AEO effect is the increased flexibility in . -•the design that results from the additional modulating signal. This can allow the design .
.1" to overcome some of the limitations imposed by the individual EO and AO interactions.

-s The AEO effect can prove to be of particular significance in the area of optical
signal processing where the direct interaction among the three input signals to the device
(optical, acoustic, electrical) can allow signal processing operation to be efficient-ly
performed. I,.-

The principal limitation of the AEO effect is the high voltage requirement in our
present device. We are exploring several methods for reducing the required voltage
including the use of planar technology (surface acoustic waves and optical waveguides)(7 )
and the resonant piezoelectric effect. (6)
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FIG. I. Basic configuration of the AEO device. low

ducer and the device is illuminated at the Bragg angle corre-
sponding to the given frequency. The AO interaction is
analyzed by coupled mode analysis.' At the Bragg angle, the FIG. 2. Photograph of the experimental device. The size of the device was

diffracted light intensity is maximum. If there is a phase 50mmx20mmx20mm. %
mismatch AK, the diffracted light intensity ', is given by the electro-optic and acousto-optic effects.
(the approximation 17 1) An experimental device was constructed to demon-

1, = i/l4, Isinc [ 7/+ (AKL /2)2 ] 1111 2 strate the AEO interaction. The device, shown in Fig. 2, was
constructed from a Y-cut LiNbO3 crystal with dimensions . .aI ~7J*~ sinc(AKL /2) ]', (I)
40 X 7 X 12(x - y - z) mm. Two electrodes were evaporated

where I,, is the incident light intensity, V is the diffraction on the (0, 1,0) surfaces and connected to a high voltage power
efficiency of the AO interaction, L is the interaction length, supply. An acoustic transducer. mounted on the (1,0,0) sur-
and sinc(x) = (sin(x)]/x. In the AEO device electrodes are face, launches a 20-MHz, transverse, y-polarization, acous- t

deposited on the crystal, so that an external electrical field tic wave in the x direction. The device is illuminated with a
can be applied in addition to the acoustic wave. The applica- collimated beam from a He-Ne laser, polarized in they direc-
tion of the external field causes a deformation of the index tion and propagating at an angle 1.8 (deg) (the Bragg angle)
ellipsoid due to the EO effect, and the wave-normal surfaces with respect to z axis. The intensity of the diffracted light is
move accordingly. Consequently, a phase mismatch AK is plotted in Fig. 3 as function of the voltage (normalized to U
introduced and the diffracted light intensity varies accord- VAE° / rO). The theoretical (solid) curve is given by Eqs. (1)
ing to the amplitude of the external voltage. The phase mis- and (6). In this experiment V^10 was 6 kV and 17, the diffrac-
match introduced by the anisotropic AEO effect is given by tion efficiency, was 2%. The experimental results are in ex-

cellent agreement with the theoretical curve.
- -(2) The simplest device that can be implemented with the

.where , is the wavelength of the light in vacuum, n1 and n AEO interaction is a light modulator in the arrangement of
are indices of refraction without voltage, An andn 2 are the the experiment discussed in the above paragraph. Specifical-caendies of refain widutout olt, An - An, are the ly if the acoustic signal consists of a single fixed frequency
changesofn(the center frequency of the device with constant power,
The phase mismatch of the isotropic AEO effect is very small theente the difatdlgtnesice anltd pwr,
compared with that ofanisotropic AEO effect because in the then the diffracted light intensity can be modulated by vary-...
isotropic case, n I = n2 and An I = An 2, and hence AK=O. ing the applied voltage across the electrodes of the device, in
For the anistropic case we can write An as follows 2: accordance to the curve in Fig. 3. The bandwidth ofthe AEO

modulator is limited primarily by the maximum power sup-
In.-[ (n r1 - n3 r2)/2 J V/h, (3) plied by the electrical dirving circuit with which the voltage

where h is the height of the crystal, V is the applied voltage, is applied across the electrodes. The voltage level required
and r, and r2 are EO coefficients. We define the voltage VA °  for an AEO modulator is, within a geometrical factor close .. . ,

as a measure of the electrically induced phase mismatch in
the AEO effect, satisfying the following: 1.0 ,'.- .EOR

(,KL /2) = (mrV/VAEO). (4) 0.8 EXPERIMENT

From equations (2H4) we have V'O.' V

V^e--Ah/L)[(n'r, - n r2)/2] -. (5) 6 .,

VA E° is approximatively equal to twice the half-wave vol- ,-F 04 -
tage of the same crystal utilized as a transverse EO modula-
tor. We can rewrite (1) in terms of VeO as follows: 0 2

Id = l,.il/ sinc[i7 + (1'V/V^e°)1j 12 V (6) oc,, "' -

This is the diffracted light intensity formula of the AEO 0 1 2 3
1'-Ointeraction and we can see that this is idirect effect, i.e., the nrV/V ° .modulation function in Eq. (6) is not simply the product of FIG. 3. Experimental results ofan AEO modulator .
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.0 "-IEAL REPONSE O where 160T is the total deflected angle, A is the optical wave- L -.WITH.

11-V length, n is the index of refraction, and D is the optical aper-
0.6 -SONSLTAGE " ture. 4" T is limited by the bandwidth of the deflector anddetermined by the transducer band~vidth and the phase mis- " :

match introduced by the deviation of the scanning acoustic
V06 WTHU 6 wave frequency from the center frequency. If the appropri-

ate voltage is applied to compensate the phase mismatch .

11 0.4 \4 introduced for each scanning frequency, a larger total deflec-
COMPENSATING > tion angle and a larger number of spots can be obtained. The
VOLTAGE" phase mismatch 4k is approximately linear in the applied

0.2 2- voltage and for small acoustic frequency, which is the case of
our experiment, it is also linear in the change of frequency _ -_

oo0 f-f,. Therefore, the compensating voltage is linear in the
25 27 29 31 33 3 change of frequencyf -f,. The number of spots in an AEO

FREQUENCY (MHz) deflector neglecting the influence of the transducer band-
FIG. 4. Experimental results of a phase mismatch compensated AEO de- width is given by
flector.

N' =N(I + 2.2SV.mVAw), (8)
to unity, twice that needed in a transverse EO modulator of we = i th m votg a lu T device,
the same geometry. The modulated light is angularly sepa- where V.. is the maximum voltage amplitude. The device,

shown in Fig. 2, was also used to demonstrate the AEO de-
rated from the unmodulated light and the need for cross flector. The results of this experiment are shown in Fig. 4.
polarizers is eliminated. The AEO modulator can be operat- Teormalie e sty of th e difercte lhobained
ed with unpolarized light with a loss of diffraction efficiency Th n d ithou t the ivoae is oted "of 2 Th alinmet oan AO mdulaor lik an O mdu- with and without the compensating voltage is plotted as a -'.
offunction of the acoustic frequency. The compensating vol-
lator) is almost insensitive to the direction perpendicular to function of the acoustic frequency h c oein tol-
the interaction plane. This is to be compared to the small tage, as a function of the acoustic frequency, is plotted in the
numerical aperture, in both directions, of an EO modulator, same figure. From Fig. 4 we can see that the bandwidth of
limited by natural birefringence. The piezoelectric trans- the AEO deflector is about 2.5 larger than that of the AO

ducer does not affect, unlike in the AO case, the bandwidth deflector and was limited by the electrical bandwidth of the
of the modulator. Therefore, it can be designed to maximize transducer. The compensating voltage is approximately
the diffraction efficiency by increasing the transducer width linear inf-f . If the acoustic frequency is sufficiently high,

and thus the interaction length. In addition the acoustic so that the acoustic wavelength is comparable to the optical
transit time limitation that is associated with the AO modu- wavelength, we have to include a quadratic term in the rela-

lator is not encountered here and thus an extended collimat- tion between the phase mismatch and the frequency change; .qu.a
ed optical beam can be modulated. The acoustic port can be therefore, the compensating voltage will also include a qua- .

used to dynamically align the modulator in the plane of the dratic term in this case. d su t
interaction, by changing the center frequency, and to com- the Thresrch rieortedintis paerch. wsu--oeb

pensate for fluctuations in the optical input intensity by

changing the intensity of the acoustic power. We have com-
pared the linearity of the AEO and EO modulators by calcu-
lating the modulation depth obtained in the two cases when
the third harmonic is set to 1% of the fundamental. The '1. C. Chang, IEEE Trans. Sonics Ultrason. SU-23, 2 (1976).
modulation efficiency is 44% in the AEO modulator and 2A. Yariv, Introduction to Optical Electronics (Holt, Reinhart and Wiston,

48% in the EO modulator. NY, 1976).
'D. Psaltis, H. Lee, and G. Sirat, Proceeding of the International Society

AEO interaction can also be used to improve the perfor- for Optical Engineering. Los Angeles, 26-27 January 1984, Vol. 465, pp. .
mance of an AO deflector. The numer of resolvable spots in 171-175.e.pPy e.-97),

an AO deflector is given by J. J. Wiczer and H. Merkelo, Appl. Phys. Lett. 30, 43911976).
'I. M. Rouaven. M. G. Ghazaleh, E. Bndoux, and R. rquer, J. Appl.

N = AtrlAt~o; Ao = A InD, (7) Phys. 50, 5472 (1979).
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Photorefractive materials have been extensively used in

recent years as real-time recording media for optical holog- '1
raphy.12 One prospective application of real-time holography ,.
is in the area of optical information processing; for example,
the correlation between two mutually incoherent images has
recently been demonstrated in real time in a four-wave mixing %
geometry.3 Often, however, the information to be processed
exists only in incoherent form. High performance spatial light
modulators4 are thus necessary in many optical information 2
processing systems to convert incoherent images to coherent
replicas for subsequent processing. We report in this Com-
muoication the successful demonstration of real-time inco-
herent-to-coherent image transduction through the use of
holographic recording in photorefractive crystals. Several
possible configurations and experimental results are pre-
sented.

The interference of two coherent beams in the volume of
a photorefractive crystal generates nonuniformly distributed " "
free carriers, which are redistributed spatially by diffusion
and/or drift in an external applied field. The subsequent 4

trapping of the free carriers in relatively immobile trapping
sites results in a stored space-charge field, which in turn
modulates the index of refraction through the linear elec-
trooptic effect.6 Thus a volume phase hologram is recorded.
If the two coherent beams are plane waves, a uniform phase
grating is established. An incoherent image focused in the .,-
volume of the photorefractive material will spatially modulate
the charge distribution stored in the crystal. This spatial
modulation can be transferred onto a coherent beam by re-
constructing the holographic grating. The spatial modulation
of the coherent reconstructed beam will then be a negative
replica of the input incoherent image. The holographic

4 1 December 1983 / Vol. 22, No. 23 I APPLIED OPTICS 3665
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CONJUGATIE q * ,

SEA 1,

.0 \OUTPUT PLANE Fig. 3. Photorefractive incoherent-to-coherent conversion of a
transparency with grey levels.

Fig. 1. Experimental setup for incoherent-to-coherent conversion .. .

with phase conjugation in four-wave mixing. The writing beams 1
and 12 and the reading beam 13 are generated from an argon laser (X - _

= 514 nm). The phase conjugate beam 14 is diffracted at the same
wavelength. The transparency T(xjy) is illuminated with a xenon
arc lamp S and imaged on the BSO crystal with the optical system L1 I,'
through a filter F( - 545 nm). BS is a beam splitter, and P is a po-

larizer placed in the output plane. r] [] -

. %

, I

Fig. 4. Fourier transform of a grid pattern formed after a photore-
fractive incoherent-to-coherent conversion of the grid pattern pattern .

"(a) image.

F..-,,- - " I; 'grating can be recorded before, during, or after the crystal is ," . .

exposed to the incoherent image. Therefore, a number of .,.
operating modes are possible. These include the Grating
Erasure Mode (GEM), the Grating Inhibition Mode (GIM),
and the Simultaneous Erasure Writing Mode (SEWM), , ...

VIC "among others.
0.1 In the Grating Erasure Mode, a uniform grating is recorded

i1 .6 by interfering the two writing beams in the photorefractive " '"'"."
" "crystal. This grating is then selectively erased by incoherent

illumination of the crystal with an image-bearing beam. The
- 1 1 .a.C incoherent image may be incident either on the same face of

UI , the crystal as the writing beams or on the opposite face.
When the absorption coefficients of the writing and image- -

"Am~~~ 'bearing beams give rise to significant depth nonuniformity
within the crystal, these two cases will have distinct wave- -
length-matching conditions for response optimization.(b) In the Grating Inhibition Mode, the crystal is pre-Wuminated
with the incoherent image-bearing beam prior to grating

Fig. 2. Incoherent-to-coherent conversion utilizing phase conjugation formation. This serves to selectively decay (enhance) the
in four-wave mixing: (a) spoke target; (b) USAF resolution target. applied transverse electric field in exposed (unexposed) re-
The group 3.6, corresponding to a resolution of 14.3 lp/mm, is well gions of the crystal. After this pre-exposure, the writing beams

resolved, are then allowed to interfere within the crystal, causing grating -'
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formation with spatially varying efficiency due to vast dif- the technique to reproduce many grey levels. To obtain this
ferences in the local effective applied field. This technique image, a negative transparency was illuminated with blue light
will also work in the diffusion limit with no external applied (X - 488 nm) derived from an argon laser and was focused on
field by means of a similar physical mechanism. the BSO crystal. The holographic grating was recorded with

In the Simultaneous Erasure Writing Mode, the conventional green light ( - 514 nm) and read out with an auxiliary red
degenerate four-wave mixing geometry is modified to include beam (X - 6328 A).
simultaneous exposure by an incoherent image-bearing beam, The 2-D Fourier transform formed by a lens after the in-
as shown schematically in Fig. 1. Diffraction by a phase coherent-to-coherent conversion of a grid pattern is shown in
grating in the four-wave mixing configuration has been Fig. 4. The fundamental spatial frequency of the grid was -1
modeled following two different approaches.67 Common to lp/mm. The existence of several diffracted orders and the
both analyses, the diffracted intensity is proportional to both well-focused diffraction pattern are positive indications that
the readout intensity and the square of an effective modula- the device is suitable for coherent opticar processing opera- -. .
tion ratio, in the first-order approximation, and assuming no tions.
pump depletion. In addition, a uniform beam incident on the Although these results are preliminary, they clearly dem- Z
photosensitive medium at an arbitrary angle decreases the onstrate the feasibility of real-time incoherent-to-coherent ,.
modulation ratio and hence the overall diffraction efficiency., conversion utilizing phase conjugation in photorefractive BSO
In the SEWM configuration, these effects can be combined crystals. This device has potential for incoherent-to-coherent
with the diffraction of a conjugate beam in a four-wave mixing conversion with high resolution, which can be realized by ---

geometry to perform the incoherent-to-coherent image con- optimizing the optical properties and quality of the crystal,
version. In particular, this conversion can be regarded as the depth of focus in the bulk of the medium, the carrier fre- - -
caused by selective spatial modulation of the grating by spatial quency of the grating, and the relative intensities and wave- ". -
encoding of the incoherent erasure beam. It should be noted lengths of the various beams. In addition, such a device is
here that a related image encoding process could be imple- quite attractive from considerations of low cost, ease of fab-
mented in a nonholographic manner by premultiplication of rication, and broad availability. With such a device, nu-
the image with a grating.9  merous optical processing functions can be directly imple-

In our experiments, we have successfully produced inco- mented that utilize the flexibility afforded by the simulta-
herent-to-coherent conversions in all three operating mode neous availability of incoherent-to-coherent conversion and
configurations as well as in several modifications of the basic volume holographic storage.
arrangements described above. We present here experi-

mental results from our implementations of the Simultaneous
Erasure Writing Mode.

The experimental arrangement in one implementation is
as shown in Fig. 1. The two plane wave writing beams (Ia- The authors would like to thank F. Lum for his technicalg"~~~~~h author woul like to) than geerte from for hiso teerhnic5al,%- "
beled 11 and '2) are generated from an argon l!;er (X = 514 assistance and Y. Owechko, J. Yu, and E. Paek for helpful
nm) and interfere inside the photorefractive crystal to create discussions. This research was supported in part at USC by
a phase volume hologram. The readout beam 13, collinear RADC under contract F19628-83-C-0031, the Defense Ad-
with 11 to satisfy the Bragg condition, diffracts the phase vanced Research Projects Agency, the Joint Services Elec-
conjugate beam 14 at the same wavelength and with increased tronics Program, and the Army Research Office and at Caltech
diffraction efficiency when a transverse electric field is applied by the Air Force Office of Scientific Research and the Army
to the electrooptic medium. An incoherently illuminated
transparency T(xy) with intensity ,(xy) (either quasi- Research Office.

monochromatic or white light) is imaged in the plane of the
crystal. The beam splitter BS separates the diffracted signal
from the writing beam; the Polaroid filter P in the output ."

plane eliminates the unwanted scattered light to enhance the
signal-to-noise ratio.10 The photorefractive material utilized References
was a single crystal of bismuth silicon oxide (BSO), cut to 1. P. Gunter, "Holography. coherent light amplification, and optical - - -

expose polished (110) faces, and of dimensions 7.3 X 6.9 X 1.3 phase conjugation," Phys. Rep. 93,200 (1983).
mm:. 2. D. M. Pepper. Opt. Eng. 21, 156 (1982).
A transverse electric field Eo - 4 kV/cm was applied along 3. J. 0. White and A. Yariv, Appl. Phys. Lett. 37,5 (1980).

the [1101 axis perpendicular to the polished faces. The carrier 4. A. R. Tanguay, Jr., in Proceedings, ARO Workshop on Future
frequency of the holographic grating, f = 300 lp/mm, was Directions for Optical Information Processing, Lubbock, Tex.,
within the optimum rdnge for the drift-aided charge transport May, 1980 (1981), pp. 52-77.
process." The vertically polarized coherent writing beam and 5. D. L. Staebler and J. J. Amodei. J. Appl. Phys. 43, 1042 (1972).
signal intensities were 11.2 = 0.4 mW/cm 2 and 1, - 8 mW/cm 2, 6. J. Feinberg, D. Heiman. A. R. Tanguav Jr., and R. W. Hellwarth.
respectively. Figure 2 shows the converted images obtained J. Appl. Phys. 51. 1297 (1980).
from two binary transparencies (a spoke target and a USAF 7. N. V. Kukhtarev,V. B. Markov, S. G. Odulov, M. S. Soskin, and
resolution target). The illumination was provided by a xenon V. L. Vinetskii, Ferroelectrics 22, 961 (1979).
arc lamp through a broadband filter centered at A - 545 nm 8. W. D. Cornish and L. Young. J. Appl. Phys. 46. 1252 (1975).
(FWHMff 100 nm). An approximate resolution of 15 lp/mm 9. R. Grousson andS. Mallick, Appl. Opt. 19,1762 (19801.
was achieved without optimizing factors such as the optical 10. J. P. Herriau, J. P. Huignard, and P. Aubourg, Appl. Opt. 17, 1851
properties and quality of the crystal, the depth of focus in the (1978).
bulk of the medium, the carrier frequency of the grating, and 11. J. P. Huignard, J. P. Herriau, G. Rivet, and P. Gunter, Opt. Lett.
the relative intensities and wavelengths of the various beams. 5, 102 (1980).
This spatial bandwidth is comparable with that obtained with 12. Y. Owechko and A. R. Tanguay, Jr., Opt. Lett. 7,587 (1982).
a PROM12 or a liquid crystal light valve.' 3  13. P. Aubourg, J. P. Huignard. M. Hareng, and R. A. Mullen, Appl.
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Physical characterization of the photorefractive
incoherent-to-coherent optical converter

A. Marnkchi Abstracc Volume holographicstorage in photorefractive Bit2SiO2o(BSO) crs- ,,- -,-
A. R. Tanguey, Jr. tals is utilized to perform dynamic incoherent-to-oherent image onversion by V

University of Southern California means of selective spatial erasure of a uniform grating with white (or quasi-

Departments of Electrical Engineering monochromatic) light. Physical characterization of device performance is de- I %

and Materials Science scribed, with emphasis on resolution, sensitivity, and temporal response. The

Optical Materials and Devices Laboratory photorefractive incoherent-to-coherent optical conversion process is analyzed

Los Angeles, California 90089-M3 in terms of a simple model that relates the diffracted intensity to the space- ,,,*-
variant effective modulation ratio.
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Department of Electrical Engineering ,deic-
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CONTENTS The high sensitivity of photoconductive and electrooptic crystals .

I. Introduction such as bismuth silicon oxide (Bi 12Si0 20 , or BSO) in the visible
spectrum has allowed the simultaneous recording and reading of

2. Ptorfreincipso erto-volume holograms to be achieved with time constants amenable to
2. 2. Principles of operation real-time operation. The holographic recording process in photore-
2.2. Device resolution considerations fractive materials involves photoexcitation, charge transport, and ,

2.3. Theoretical model2.4. Eeretal oelts trapping mechanisms.'' When two coherent beams are allowed to
2.4. Experimental results interfere within the volume of such a crystal, free carriers are nonuni- % %
2.5. Response time considerations formly generated by absorption and are redistributed by diffusion .- V .

3. Conclusion and/or drift under the influence of an externally applied electric ... ',.-e
4. Acknowledgments field. Subsequent trapping of these charges generates a stored space- %.'V
5. References charge field, which in turn modulates the refractive index through - ,

1. INTRODUCTION the linear electrooptic (Pockels) effect and thus records a volume
phase hologram. If both coherent writing beams are plane waves, theReal-timeholograpyhinmateralshasee hologram io coh t r em rne w ,.'

Real-time holography in photorefractive materials has been utilized induced hologram will consist of a uniform grating.,
for many applications in the areas of optical processing,' nondestruc- In the photorefractive incoherent-to-coherent optical conversion
tive testing of vibrating structures,2 and image propagation through (PICOC) process, in addition to the uniform holographically ,,
aberrating media.' In addition, the development of high perfor- induced grating stored in the crystal, an incoherent image is focused
mance spatial light Modulators has received much recent attention, in the volume of the photorefractive material and creates a spatial ,!%l.,
primarily for incoherent-to-coherent conversion functions in optical modulation that can be transferred onto a coherent readout beam by
information processing and computing applications.- , We have pre- reconstructing the holographic grating. The spatial modulation of ... ..-

viously reported' the sudcessful application of volume phase holog- the coherent reconstructed beam will then be a negative replica of the '. -.

raphy to the real-time conversion of an incoherent image (quasi- input incoherent image. The holographic grating can be recorded
monochromatic or white-light illumination) into a coherent replica, before, during, orfter the crystal is exposed to the incoherent image. .. -

Several possible configurations for the performance of this image Therefore. a number ofdistinct operating modes are possible, includ-
transduction in photorefractive materials were discussed therein. ing, among others, the grating erasure mode (GEM), the grating
Such a conversion process has also been investigated independently.' inhibition mode (GIM), and the simultaneous erasure/writing mode

In this paper, we present a simple model that describes the in- (SEWM).
coherent-to-coherent conversion process in terms of the space- In the gra ing erasure mode. a uniform grating is first recorded by . .
variant effective modulation ratio. The model is shown to interfering the two coherent writing beams ;n the photorefractive
satisfactorily explain the principal features of the device sensi- crystal. This grating is then selectively erased by incoherent illumina- ,.
tometry behavior. The limiting resolution of the process is discussed, tion of !he crystal with an image-bearing beam. The incoherent - "
and geometric, systemic, and materials-related constraints are identi- image may be incident either on the same face of the crystal as the P"
fled. Experimental measurements of the device temporal response writing beams or on the opposite face. When the absorption coeffi- •
characteristics are presented. cients at the writingand image-bearing beam wavelengths give rise to -

Invited Paper IP-10? eceived July 3. 194; RId ved Oct I. 19K significant depth nonuniformity within the crystal, these two cases
iccepted for publication Oct. 9,1914; received by Ma;pn.l6d.iof ti1. 91.94 Th will have distinct wavelength- matching conditions for response
paper is a revisi n of Paper 4 -12 which was presentd at the SPIE conference on optimization.
Spatial Light Modulators and Apphcations. Jan. 26-27. 11114. Los Aneles. CA. The

dthere appeae lunre fereed) in SPIE Proeewdme vol 4s In the grating inhibition mode, the crystal is illuminated with the
Socety of Photo-Optical Instrumentation Eaineefs. incoherent image-bearing beam prior to grating formation. This "
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PHYSICAL CHARACTERIZATION OF THE PHOTOREFRAC71VE INCOHERENT-TO-COHERENT OPTICAL CONVERTER

WRITING %B~T ilzS'O20 "% ""e .
KAM 1, ELECTROOPTIC CRYSTALSWWA CRYSTAL C Y T L., ,,

KAM 1, MS0,,

wBEAMN BEA,1
DIFFRACTED

es CONJUGATE:

BEAM 1, 410

OUTPUT PLANE ___________________________

Fig. 2. PICOC trwmiverelectoapiconfigurationandreordigeom.- ""-"-.
Fig. 1. E,,eryimenl configuration for PhotmoofraLtiVe kxmohent-- try. The volume holographic grating with wve vecto Ka is formed by the
coherent optical conversonIPICOCI i the shmltaneous ereuir/writing Coheent writig beame I1 id 12. and the incoherent itiomation i,. .
mode. The writing beem Ili and 12 Wid the eding b m 13 we eeetd ncoded oni the beem Is.
from an argon li IA - 514 nm). The phe-conjuge e beam 14 is dif. . -. ."

fractedtheemwveength.TheatepeuiyT(x.y)Is l Wlm-td"wh
e xenonarc emp sand a onto the 11 2,3S o aystal w th te optical
syatemL thLough a filter F (A - 546 nmon. A coherent rpica is formed in coherent writing beams will combine to form an interference pattern
the output plo by ut~iting bem splftt a in conjunctin with IonaL2 to Io(x) such that the total incident intensity distribution [IT(x)] can be

nae the urface of the omatal onto the output Plan through polarier P. written as

ITX) = IG(x) + IS(X) W

serves to selectively decay (or enhance) the applied transverse electric
field in exposed (or unexposed) regions of the crystal. After the = 1,3(I + m G cosK:x) + Is(l + ms cosKsx) (1) ,e, .\
incoherent exposure, the coherent writing beams are then allowed to
interfere within the crystal, causing grating formation with spatially where IG = I + 12 and m G = 2(l l )0/lG, KG and Ks are the , '

varying efficiency due to significant differences in the local effective wave vectors of the coherent grating (Z) and a particular harmonic -.
applied field, component of the incoherent image (S), and m G and ms are the

In the simulaneous erasure/ wrting mode, the incoherent image respective modulation ratios. Due to the nonlinear dependence of the
modulation, the coherent grating formation process, and the readout induced space-charge field on the incident intensity, such a distribu-
function are performed simultaneously. In one possible implementa- tion will generate a refractive index modulation that can be written in
tion of this mode, the conventional degenerate four-wave mixing the form
geometry can be modified to include simultaneous exposure by an
incoherent image-bearing illumination, as shown schematically in An(x) C cosK(x + CcosKsx + Cscos[(K: - Ks)x] " ,"
Fig. I. In this configuration, the coherent replica of the incoherently C;.,,
exposed image appears in the conjugate diffracted beam.

The PICOC process thus can be regarded as being caused by + Ccos(1K0 + Ks)x] + other terms. (2) t..

selective spatial modulation of a grating by spatial encoding of an
incoherent erasure beam. It should be noted here that a related image Note in particular that An(x) contains the sum and difference spatial
encoding process could be implemented ih a nonholographic manner frequencies as well as the fundamental harmonics. The constants
by premultiplication of the image with a grating.'0  Ci (i = I to 4) represent the amplitudes of each frequency compo- ,

nent. Thus, the far-field diffraction pattern shown in Fig. 3 will
2. PHOTOREFRACTIVE INCOHERENT-TO- comprise several beams, each corresponding to a specific term in the

L COHERENT OPTICAL CONVERTER refractive index modulation.
To demonstrate incoherent-to-coherent conversion in the four-

wave mixing configuration, the experimental arrangement of Fig. I
The three operating modes described above exhibit significant dif- was utilized with a 1.3 mm thick (110) cut BSO crystal. A transverse

ferences with respect to sensitivity, response time, contrast ratio, and electric field (E0 = 4 kV/cm) was applied along the < 10> axis, ,
operational complexity. Of these, the simultaneous erasure/writing and the carrier frequency of the holographic grating (f = 300 line v "
mode offers the highest degree of operational simplicity due to its pairs/mm) was chosen to lie within the optimum range for drift- s.

inherent nondestructive readout capability and its lack of beam aided charge transport in BSO." II
sequencing requirements. ln theremainderofthispaper, thismodeis In this implementation, the two plane wave writing beams
described in more detail as an example of the essential features of (labeled I and 12 in Fig. i) are generated from an argon laser -
PICOC device operation. Extension of the model to the grating (AG = 514 nm) and interfere inside the BSO crystal to create a
erasure mode and grating inhibition mode can be made by proper volume phase hologram. The readout beam 13, collinear with I to ..*.-
incorporation of sequencing time constants. As a specific example of satisfy the Bragg condition, is diffracted to form the phase conjugate
the simultaneous erasure/writing mode, we will discuss the config- beam 14 at the same wavelength. Increased diffraction efficiency -e,.
uration in which the coherent writing beams and the incoherent results when a transverse electric field is applied to the electrooptic .

"

image-bearing beam illuminate the same face of a BSO photorefrac- medium. An incoherently illuminated transparency T(xy). with
tive crystal, with a transverse electric field applied along the< 1DO> intensity Is (x,y) (either quasi-monochromatic or white light), is
axis, as shown in Fil. 2. imaged in the plane of the crystal. The beam splitter BS separates the

Consider the incident intensity distribution to be composed of diffracted signal from the writing beam, and the polarizing filter P in
two coherent writing beams with intensities lI andT and an incoher- the output plane eliminates the unwanted scattered light to enhance -.
ent signal beam with intensity Is(x) at the surface ol the crystal. The the signal-to-noise-ratio. 2 The vertically polarized coherent writing ""
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PHOTOREFRACTIVE 01t-

2f7 -e-P.

__ 4 nF#
CASE 1: ad< R -/ 2z d

EXAMPLE: FOR n 2.5, d Ilmm, F* 5,
11- = 50 line pairs/mm

Fig. 6. Geometric constraints imposed on PICOC resolution by the finite
'READOUT 10 f-niumber of the input optics for the case ad < 1.

Fig. 3. Far-flild diffraction pattern rosuftn from the nonlinear interaction D
of two grating in a photorefractive crystal.---

S2f W

- I (/2

EXAMPLE: FOR n=2.5, dc-Imm, F*=5, a= lOOCm6
bR -_500 line pairs/mm 'Fig. 4. Photorefractive incoharsnt-to-coharent optical conversion Of two ~binary transpaencies: (a) spoke target and (b) U.S. Air Force resolution Fig. 7. Geometric constraints imposed on PICOC resolution by the finlite starget. f-riumber of the input optics for the case ad 1. - >-

The converted images obtained from two binary transparencies (a *.;~

spoke target and a U.S. Air Force resolution target) and from a e*,,-
black-and-white slide with gray levels are shown in Figs. 4 and 5. ?'

respectively. The original transparency and its converted image have;%
reversed contrast. An approximate resolution of 15 line pairs/ mm
(as derived from the resolution target image) was achieved without
optimizing factors such as the optical properties and quality of the
crystal, the depth of focus in the bulk of the medium, the carrier
frequency of the grating, the relative intensities and wavelengths of ..-

the various beams, or the Bragg diffraction condition (discussed .
below). This spatial bandwidth is comparable to that obtained with a
Pockels Readout Optical Modulator' 3 or a liquid crystal
light valve."1

2.2. Device resolution cosiadesdons
A number of distinct factors influence the ultimate resolution
achievable with the PICOC spatial light modulator. These factors
can be classified as geometric, systemic, or materials-related in

Fig. 5. Photogafractive inoohersn-to-coh~rn optical conversion of a nature and are described in detail below.
gma-Waa ranpaeny Geometric resolution limitations derive principally from the

incorporation of an incoherent imaging system in the four-wave
mixing gometry and from the finite crystal thickness required to - -

beam and signal intensities were 11 2 = 0.4 mW/cm2 and Is create a volume holographic grating. These effects are illustrated in
8 mW/ cm2, respectively. The incoherent illumination was provided Figs. 6 and 7. Figure 6 describes the case for which &Gd << I at the
by a xenon arc lamp through a broadband filter centered at grating recording wavelength, such that the induced holographi%%%
As = 545 nm (FWHM1 = 100 nm). grating has essentially uniform amplitude throughout the volume of

0p
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PHYSICAL CHARACTERIZATION OF THE PHOTOREFRACTIVE INCOHERENT-TO-COHERENT OPTICAL CONVERTER

EQUIPHASECIRCLE """

FT K" "
:.-- =KG*Ks, KG-K s  -K s  6K.9. --

k2 -

kf, k 3  k4- ' =

~ ~ j ~ FT
- Fig. 9. Wave vector diagram of the PICOC process for the case Of Collin-

ear signal (Ks) and grating (KO) wave vectors. Readout with a beam
tll, incident at wave vector k3 results in diffracted beams at k4+ and kIr-, with

corresponding Bragg mismatches &K+ and AMt. The grating wave vector
Ko is related to the wave vectors k, and k2 of the coherent writing beams

v byIK I= 2 1 kIltin# = 21k 2 lsin.

Ronchi-Ruling Fourier Transform

5 Ip/mmEQUIPHASE5 Ip/mm KK -K '-*,'""."

Fig. 6. Coherent replica images and corresponding Fourertransforms of aK
5 line pairs/mm Ronchi ruling after photorefractive incoherent-to- K
coherent conversion. In the upper coe KG and Ks are perpendicular, where- KG+ K"
m in the lower case K0 and K. we parallel. AK.

the crystal. As can be seen from the figure, the optimum focal point , -''"-
occurs in the volume of the crystal (in the center when in addition 29
asd << I) and is not localized on the front surface of the crystal. The
resolution will then be proportional to (W/2)- I, which is in turn
equal to 4nF#i d, where n is the refractive index of the electrooptic
crystal, F# is the f-number of the input incoherent imaging system Fig. 10. WavovectordiegremofthePlCOC proceaforthocaseinwhich
(assumed 1:1), d is the crystal thickness, and aG and as are the the signal wave vector is tangent to the equiphase circle. Readout with a
absorption coefficients at the grating and signal wavelengths ( kj beemincident atwavevectork 3 resultsindiffractedbeamsat k4.andk4-.
and Xs). respectively. For example, for n = 2.5, d = I mm, and an with significantly reduced Bragg mismatches AK. and tK.
f-number of 5. the resolution limit is approximately 50 line pairs/ mm.
Figure 7 describes the case for which otd >> l, such that the induced
holographic grating has significant amplitude only within a thin wave vector of the ruling (incoherent grating) is parallel or perpen- -

layer of thickness deff =G - 1. In this case, the resolution will be dicular to the coherently written (holographic) grating. This differ- ."' '
given by4nF#a o . For n = 2.5,d = I mm, aG = 1OOcm - ',and an ence derives principally from the fact that a different wave vector
f-number of 5, the resolution limit is approximately 500 line matching condition exists for these two cases, as shown in Figs. 9 and
pairs/ mm. It should be noted that if the absorption coefficient as is 10. In Fig. 9. the incoherent grating wave vector is parallel to the
chosen to be significantly larger than aG , the resolution will be coherent grating wave vector, a condition achieved by symmetricall.
constrained by as instead of &. disposing the incident coherent beams about the normal to the

Several systemic resolution constraints derive from the utilization crystal while simultaneously arranging the incoherent imaging sys-
of a volume hologram in the image conversion process. One such tern such that its optical axis is parallel to the crystal normal. In this
constraint is that the coherent grating spatial frequency must be case, significant Bragg detuning occurs for even small incoherent
significantly larger than the signal (incoherent image) bandwidth in grating wave vectors (resulting in angular deviations of the diffracted
order to effect separation of the diffracted beam components, due to beam). In Fig. 10, the incoherent grating wave vector is arranged to
harmonic generation that occurs simultaneously around the zeroth lie tangent to the circle defined by the incident coherent grating waveand first orders of the carrier grating. In addition, the range of spatial vectors, such that a significantly increased angular deviation of the

frequencies distributed about the coherent grating spatial frequency diffracted beam is allowed before significant Bragg detuning effects
should be in an optimum region of the modulation transfer charac- occur. Such a wave vector tangency condition is automatically satis-
teristic of the device. fled when the incoherent grating wave vector is normal to the coher-

A third fundamental systemic constraint on PICOC device reso- ent grating wave vector (as it is in the orientation normal to the plane
lution derives from Bragg detuning effects associated directly with of incidence). For the arrangement described in Fig. 10, wave vectorthe use of a volume hologram. This effect is strikingly illustrated in tangency is assured for both orientations, so that the horizontal and

Fig. 8. which comprises convened images of a 5 line pair/mm Ronchi vertical resolutions become degenerate. This is not the case for the
ruling and their related coherent Fourier transforms for two orthog- situation depicted in Fig. 9, which explains the observations noted inonal orientations of the incoherent grating wave vector relative to the Fig. 8. An equivalent condition is described in Ref. 7 for the case of

coherent grating wave vector. As can be seen.from the figure, a distinct reading and writing beam wavelengths.
significant difference in resolution exists between cases in which the A fourth related systemic constraint involves the trade-off
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I between saturation diffraction efficiency and achievable resolution ad
due to grating thickness. Within limits, increases in grating thickness g(x) = - IG(I + mGcosKGx)exp(-aGd)
increase the diffraction efficiency, but at the same time increase the
Bragg detuning effects. This condition creates a familiar resolution/
sensitivity trade-off situation in which one can be optimized at the + O l(I + mscosKsx)exl(-asd) , (7)
expense of the other.

Additional resolution limitations derive from material-dependent
parameter constraints that influence the physics of grating forma- i c s t h s h n y otin hslmtto s setal ecie b h eairo h in which d is the crystal thickness and the intensity absorptio)nI

ition. This limitation is essentially described by the behavior of the redistru- ..
diffraction efficiency as a function of the spatial frequency with the '.'_..

S a e a r l i e s a t T ation will occur both by drift and diffusion, the resultant space-charge ,'.- applied transverse electric field as a parameter." The amplitude. ,,

modulation transfer function of the grating itself depends on the field willdepend on both the carrier concentration n(x) and itsspatial

spatial frequency dependence of the maximum space-charge field, gradient 1n/,x. Analytic solution of this system of equations is

which in turn depends on carrier mobilities and lifetimes, the applied extremely complicated in general and must be accomplished in the
field, the nature and distribution of traps in the crystal, and the trap context of boundary conditions applicable to a given experimental .

occupancy (Fermi) level, situation. In the development that follows, several simplifying

Optimization of the PICOC device resolution necessarily involves assumptions are made that are approprate for the simultaneous
simultaneous satisfaction of all three types of constraints, and must erasure/writing mode configuration in the steady state and in thebe undertaken also in compromise with factors that directly affect large transverse applied field limit (characterized by enhanced satu-

the device sensitivity. In the following section, we present a model ration diffraction efficiency).In the saturation regime (steady state), the current density is
that allows the device sensitivity to be understood and optimized. cnstan t and the carrier cocnrto iv

constant and the carrier concentration is given by.' -

2.3. "reoretal mode n(x) = nd + rg(x) (8)
The following simple model describes the encoding of the incoherent
information onto the coherent diffracted beam by taking into in which the free-carrier lifetime r is assumed to be the same for the

%, account only the effective modulation ratio of the exposure in the writing and the erasure beams and to be unaffected by the presence or
bulk of the photorefractive material. The different intensities mnci- absence of illumination. In the strong drift regime for which the
dent on the crystal are as shown in Fig. 2. The intensity pattern applied field is much larger than the diffusion field (E >ED;
resulting from simultaneous illumination with the coherent writing ED = KkDTe), solution of the system of equations (Eqs. (3)
beams and the incoherent image-bearing beam is given by Eq. (I), through (6)], subject to the additional constraints expressed in Eqs.
grathich describes the case of a one-dimental component at wave vector K. The (7) and(8), yields the following expression for the space-charge field:

space-charge field Es is related to the current density J(x~t) and the
free-carrier concentration n(xt) through the following system of "f"m"n] equations'5: m~ef f ED Sin Krx + m'ffEDssinKs x

GI + mffcosKGx + mrffcosKsx
Current density equation:

[I - (m f f )2]. 2I
xn(x.t) + E0 meff  +mffcosKs x  -l.". (9)

0x = eD + emn(x~t) [Esc(xt) + E] (3) I + OSKG X + s ,..=D+..Ix

Continuity equation: with

an(xt) n(x,t) - nd I aJ(xt) eff mG
at = g(x)- + - - ; (4) = (10)e"-"(.". s..]- e ax nrdasA Is -... ,

... I + exp[(aG as)d ]
Maxwell's equation (integral form): oGG IG

-L t n~ f ms" ... '."" I {= ms(II) ,.*"" '

E -E s(x,t) f J(x.t)dt + G(t) (5) I S+ - -""p[(""._'.,: I + L exp[(a. as)d ]  '-'-l.
0/* eAG lG-q 0 .-.. •

Charge conservation equation (integral form): Assumin further that the effective fringe modulation ratios (n"""

and ) are small and that EDS<EDG<E ,E the space-charge B""'

L field amplitudes at each harmonic component of interest are given by

/ Esc(x,t)dx = 0 (6)
0 Ec(K) =-m ff E., (12)

in which g(x) is the generation rate, nd is the free-carrier concentra- Esc(KG + Ks) = M mn1 EO (13)
tion in the dark, E is the applied transverse field, and G(t) is a
boundary-condition-dependent constant of integration. If one Esc(KG Ks ) .meff E0  (14)
assumes that the quantum efficiency , which is the probability of
creating a free electron per unit absorbed photon ofenergyIcu, is not

. wavelength-dependent in the range of interest, the intensity distribu- The refractive index modulation induced along a principal axis by
S tion IT$x) gives rise to the free-carrier generation rate: the electrooptic effect is then given by
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__ _ __ _ _ __ _ ___. L.%__

An (x ) 2 q r, E . x .0 UNIFORM ERASURE (I,o) .

"- 0.9 XG 5J4 nmx=~ nr~ mg' E0 {cosKGX v'"-

mff cos[(KG + Ks)x] - mffcos[(KG - Ksx]'(15) *O -A 2, Xs: 488nrn

LLo.6...

or, by combining terms, AS \S= 5.14 nm
Z 0.5 . ,

An(x) 2 -nr 4 mf EO(I - 2mgffcosKsx)cosKGx (16) U 0.4 As:O.t, XS:633nm

For small diffraction efficiencies and low spatial frequencies KS, the .. 0.3
diffracted intensity pattern in the first order of the carrier grating can " 0.2
be expressed by the relation 0.2

14W 13\ -4mffcos (17)
l4(X)= A1 G cos9 S Os ) 0 1 2 3 4 5 6 7 8 9 10 1_

INTENSITY RATIO (R)
in the Kogelnik formulation."6 in which the angle 0 is defined as I."_-__-"_
shown in Fig. 2. This expression demonstrates that the information Fig. 11. Normalized diffraction efficiency of the 110 beem (uniform era-
contained in the incoherent incident intensity distribution ls(x) [see surel as a function of the intensity ratio (R) for a 0. 13 cm thick crystal.
Eq. (I)] is transferred onto the diffracted beam, performing an Three signal bem (S) wavelengths (AS) with corresponding normalized
incoherent-to-coherent conversion in which the original contrast is absorptioncoefficients(Al)areusedtoerasethecoherent grating written
reversed, at wavelength A.

For the case of uniform erasure (Ks = 0), the diffracted beams
III and 110 are degenerate (see Fig. 3). For the case of modulated
erasure (Ks 0 0). this degcneracy is broken and separate beams are 1.O0-_...-_-"_-__"_
observed. The diffraction efficiencies in these two cases are given by UNIFORM ERASURE (1,o)

eff 0.90
1 (l0) [mf(R)]2 F_ , (18) X G 514 nm

_0.8 d A cm1711 cc ,)=mcf (R )ms (R)] 2 (19) .-.
.'._ 'A:-5.=514'.m

in which R is the ratio of the incoherent to the coherent beam , 0.6 •1. -
intensities(R = I /IG). Figures II and 12 illustrate the normalized 'U"..

diffraction efficiency of the 110 beam for three typical erasure wave- z 0.5 ,A.1, )633nm -.,
lengths (ks). The parameter A is the ratio of the erasure beam to the 2
writing beam intensity absorption coefficients (As = as/aG). It is ' 0.4-9

U
interesting to note that the maximum energy sensitivity does not < AS= 2, xs=488nr
generally occur for wavelength matching (AG = ks). In fact, two 0.32
limiting situations can be recognized. Fora thin crystal (Fig. 11), the 0,

optimum sensitivity is obtained with a strongly absorbed erasure B 0.2.
beam because the generation rate increases with the ratio As , while 0.1
the attenuation factor {exp[( 0a -0 as)dl has almost no effect on the
effective modulation mef . Conversely, for a thick crystal (Fig. 12),
the exponential term dominates and the optimum sensitivity is 0 1 2 3 4 5 6 7 8 9 10
achieved when the incoherent. source has the same wavelength as the INTENSITY RATIO (R)

laser with which the carrier grating is recorded. This is intuitively
appealing since the phase grating is most effectively erased through- Fig. 12. Normalized diffraction efficiency of the 110 beam (uniform era-

surel as a function of the intensity ratio (RI for a 1.0 cm thick crystal.out the volume of the crystal for the case of wavelength matching. Tre e s ig n o t e int s ( ) orre pn.0 m alzedot. . .. Three signal beam (SI wavelengths (A6)with corresponding normalized " .
- The normalized diffraction efficiency for the beam I II in the case absorption coefficientaIA S ) are used to eree the coherent gratingwritten .

of modulated erasure is shown in Fig. 13. As predicted by Eq. (19), a at wavelength 4 .
maximum exists for Reff = I:

eff  exp[(aG - as )d] . (20) It should be noted that a relatively small intensity ratio(Ref I )
"f a0 A generates the maximum signal (1I1), but the uniform background ,-,'.
1% (l10) erasure is weak, resulting in low overall contrast. Conversely, a
,- The existence of such a maximum is explained as follows. It is clear large ratio (Reff>>l) decreases the modulation meff , but at the

that when Reff = 0, there is no diffraction in the i I direction. In same time diffraction in the beam I10 is minimized sothat theoverall
*. addition, when Reff is large, the uniform component of the incoher- contrast is enhanced at the expense of sensitivity. In Figs. 4 and 5, R
- ent exposure almost completely erases the carrier grating and the was set equal to 10 in order to maximize the contrast in the negative

diffracted intensity vanishes. Therefore, the diffracted component in imaging mode, However, a number of specialized readout techniques
the (I 1)direction exhibits a maximum for some intermediate value of (e.g., Schlieren and phase contrast) could be employed to simultane-
Raft. ously optimize the signal intensity and the contrast ratio.
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1.0 1 % a%-

UNIFORM ERASURE (U0)
0.9 A.72, \S488nm 0.9 ),6 514 nm %

o.8 -o.8 d 0.13 cm
Z As=O. ' xs:633nm  z
= J 0.7 A ERASURE ( 0.7

o -AU. 0.6~n LL 0.6- A5c2, X~z 488 nm

z.0.5-z 0.5 MODULATED ERASURE (10) 0

0 z 0.4
E.3.

00.2-

~0.1 0.1

0 1 2 3 4 5 6 7 8 9 10 0 0.2 0.4 0.6 0.8 1.0
INTENSITY RATIO (R) INTENSITY RATIO (R)

Fig. 13. Normalized diffraction efficiency of the I,, beanm (modulated Fig. 15. Normalized experimental diffraction efficiency of thel0 beam
erasre) as a function of the intensity ratio (R) for a0.13 cm thick crystal. (uniform erasure) as a function of the intensity ratio (R). The correspond-
Three signal beam (S) wavelengths (AS) with corresponding normalized Ing theoretical prediction is also shown for comparison.
abeorption coefficients (A) are used to areas the coherent grating written
at wavelength he. %_____________________%_________

1.0.
M.0.9 ..M, Oe,,..,-

% 0.8-

Z 0.7
,T0.6-

,;,, 5a' 0.4 AS: 2, XS488nm .

(4 0.3 6%

L,,. 0.2 MODULATED ERASURE (I )L, ,

Fig. 14. Experimental arrangement for sensitivity and transfer function 5
messuremerl. as described in detail in the text. XG S f14 lm-

0.1 d=0.13 cm
I I I *%

•%," %',

0 1 2 3 4 5 ,

24. Experimental results INTENSITY RATIO (R)

To verify the essential predictions of the model described above, the IO
experimental arrangement shown in Fig. 14 was utilized. The carrier Fig. 16. Normalized experimental diffraction efficiency of the III beamexperimenta grrating i in the 1SO wrys at A tilized. Te candea o (modulated erasure)el as function of the intensity ratio (R). The corre-grating is recorded in the BSO crystal at G = 14 nmand read out •ponding theoretical pediction ialo hown for.omprion. ,..

with a He-Ne laser atAR = 633 nm incident at the Bragg angle. The
incoherent grating is formed with a Michelson interferometer
(M 4 MS) using the blue line of the argon laser (As = 488 nm). The
far-field diffraction pattern is located in the Fourier plane of the lens to achieve analytic solution of the nonlinear coupled equations. An %
L. The results of theoretical calculations and experimental mea- increase in the modulation ratio results in increased space-charge- I. 1
surements of the normalized diffraction efficiency as a function of field gradients that in turn enhance erasure sensitivity, as indicated
the intensity ratio R are presented in Fig. 15 for the case of uniform by the experimental results shown in Fig. 15. This heightened sensi-
erasure (110) and in Fig. 16 for the case of modulated erasure (111). tivity is strongly diminished at larger intensity ratios due to the
The general behavior of these curves is in agreement with the model, reduced effective modulation ratio that results from uniform grating
The discrepancy in the amplitude between the theoretical prediction erasure. This explanation of the uniform erasure case also aids in
and the experimental measurement likely derives in part from a large understanding the behavior shown in Fig. 16 for the modulated case
difference in grating modulation ratio between the two treatments. (11" At the larger (experimental) modulation ratio, the uniform
Experimentally, a large modulation ratio (MG - I) was employed in component of the incoherent erasure beam is more effective in dimin-
order to increase the diffracted intensity for the purpose ofsignal-to- ishing the carrier grating (represented by I 10-sec Fig. 15) than the
noise ratio enhancement. In the theoretical development, however, (low modulation ratio) theory predicts. resulting in a decrease in .. '
the assumption of small modulation ratios (MG << I )was necessary sensitivity of 1, 1at low values of R. On the other hand, for values of R
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much greater than I, the carrier grating is erased more slowly than in
the theoretical prediction. This results in a more gradual decline in
the I diffraction efficiency with increasing R than would occur at
lower modulation ratios (see Fig. 16). 0"

2.5. Rpw dm cosuidmrdow mm/'"
The general temporal response behavior of the 11, (information- 150. /
bearing) diffracted beam is shown in Fig. 17 for the two cases
R = 1.5 and R = 5.0. In this experiment, the coherent grating is"" 4
established in the saturation regime at time t = 0, at which point the z
incoherent erasure beam is allowed to expose the crystal. For a small L

ratio R (ls = 0.6 mW/cm2 in Fig. 17), the diffraction efficiency .

increases steadily with time until it reaches a maximum. However, U. 1 2
for a strong incoherent beam (is = 2 mW/cm2 in Fig. 17), a tran- Is--m.

sient effect appears. Initially, the beam 110 is quite intense and r I'- 2-"•""

diffracts from the composite grating at wave vector KG + Ks to tu -

generate a rapid rise in the amplitude of 1I, but the uniform part of I 0.4 mw/cm
the incoherent illumination simultaneously erases the coherent car- I,. I
ier grating and hence the diffraction efficiency decreases to a small
steady-state value. The time constant for this particular set of exper- 0.5 1.0 1.5 2.0 2.5" -
imental parameters is in the range 0.5 to 1.5 s, although the device RESPONSE TIME (sec)
response time can be decreased by increasing the intensity of the
carrier grating writing beams. In addition, the response time is
strongly dependent on a number of intrinsic and extrinsic material Fig. 17. Measured difrctioneffiene of the11 , ben Imiodulatod ae--
parameters. The full range of variation possible for the temporal ara e a fuaItion of time for two valuse of the siga inteni. o

behavior characteristic is not firmly established at this point.
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ABSTRACT

A method for performing incoherent-to-coherent conversion in photorefractive crystals
is presented. The technique is experimentally demonstrated in Bil 2SiO 20 and a theoretical
framework is established to analyze the performance of the device.

INTRODUCTION I...

Two dimensional optical transparencies are used in the implementation of optical image
processing systems as input incoherent-to-coherent transducers, and are also used for the
recording of Fourier transform holograms. m~ost of the early optical image processors were
implemented using photographic film for both purposes. The need for real time operation has
prompted the development of devices with which it is possible to form reusable optical
transparencies at high speed [1, 21. In general, however, real time devices that are
intended for use as input spatial light modulators (SLMs) are not suitable for holographic
recording and vice-versa. This distinction exists partially due to the fact that a much
higher spatial bandwidth is necessary for holographic recording, while at the same time the
properties of high resolution holographic recording media (low sensitivity, response at low
spatial frequencies) are not always compatible with the requirements of an efficient
incoherent-to-coherent conversion process. Such a resolution-sensitivity tradeoff is
familiar from the example of photographic (silver halide) films, for which high spatial
bandwidth is in general accomplished at the expense of lower sensitivity.

The dichotomy between input SLMs and holographic elements is particularly evident in
devices that are fabricated with photorefractive (PR) crystals. Photorefractive crystals
are photosensitive as well as electrooptic. This feature makes it possible to record an
optical image in such crystals, and subsequently modulate a separate optical beam with the . -'-
recorded image. Real time SLMs, such as the PROM (3], have been fabricated with the
photorefractive material Bi12Si0 20, and this same crystal has also been used extensively in., *U. *.
real-time holographic experiments (4]. The configuration and the properties of the * u
holographic devices, however, are quite different from the PROM and other similar SLMs that
are fabricated with Bi12Si02 0.

In this paper we examine a method for performing incoherent-to-coherent conversion with
a photorefractive device in the holographic configuration. There are two primary reasons
that have motivated us to investigate this possibility: first, the construction of the
holographic device is inexpensive and simple, and second, it is possible to record very high
spatial frequencies in photorefractive crystals in the holographic configuration. This
technique has been recently demonstrated experimentally by Kamshilin and Petrov (5] and
independently by the authors [6]. In this paper the method is described, experimental
results are presented, and an analytical model is employed to determine the electric fields
induced in the photorefractive crystal by this recording mechanism.

-... ,



INCOUED.BNT-IV-COHZRENT CONVERSION

The photorefractive incoherent-to-coherent optical converter is shown in Fig. 1. The %

photorefractive crystal is exposed to the interference pattern of two coherent plane waves,
which induces the formation of a phase grating in the crystal. An electric field is
iattributed to photo-induced generation and subsequent retrapping of free carriers,
resutingin a stored periodic space-charge field. The space-charge field introduces a

proportional modulation of the index of refraction in the crystal through the electrooptic
effct.in he onfgurtio ofFig 1,the crsa sas xoe othe ichrn mg %

o aninput object. The exposure to the incoherent intensity can take place during, after, A
or efre heformation of the holographic grating. It is assumed that the depth of focus

* of the imaging system is sufficiently long so that the incoherent image is focused
- throughout the volume of the photorefractive crystal.

I...i. i,_ .

The incoherent illumination induces photogenerated carriers in the conduction band. As P.%
these carriers dif fuse or drift and are retrapped, they partially cancel the holographically
induced space-charge distribution, resulting in local erasure of the holographic grating in%
proportion to the incoherent intensity. The space-charge field that results from the
crbtircd exposure to the coherent and incoherent beams is a periodic grating whose anplitude
is modulated approximately proportional to the negative of the incoherent image. A coherent
reproduction of the incoherent image can be obtained by illuminating the crystal with an
a xiliary laser beam at the appropriate Bragg angle and subsequently forming an image of the
diffracted light.
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The system of Fig. 1 was assembled in the laboratory to demonstrate experimentally the
feasibility of this technique. A (110) plate of single crystal Bi12 SiO20  (BSO) with . .
dimensions 10mm z 10mm z 2mm was used and an electric field equal to 6kV/cm was applied in
the <001> direction. The holographic grating was formed with green light (X u 514 mm)
derived from an Argon ion laser at a spatial f1equency equal to 10 line pairs/mr. The
average intensity of the coherent beam was 33 mW/cm . The Bil2 Si02o 2crystal was exposed
simultaneously to an incoherent image with average intensity 1.7 mW/cm . The recorded image
was read out with an expanded beam from a BeNe laser as shown in Fig. 4, and the coherent
replica was obtained by imaging the plane of the Bi12Si020 plate onto the output plane. .-.
Examples of images that were recorded after incoherent-to-coherent conversion are shown in
Fig. 2.

A complete description of the performance that was observed in these initial ..

experiments is presented in a separate paper in this volume [7]. We will briefly summarize 0 4
some of the results here. Spatial frequencies in excess of 10 line pairs/mm were recorded -
and reconstructed, resulting in converted images with over 10 resolvable pixels with the 1
cm crystal used in the experiments. There is a direct trade-off between sensitivity and
speed. Response times approximately equal to 30 rsec were observed with relatively high "
incoherent intensityl at lower intensities (n 1 mW/cm ) the response time was approximately
equal to 500 msec. It should be emphasized that these characteristics are simply
preliminary observations at this stage. All of the performance characteristics depend
strongly on materials and configuration parameters, and numerous tradz-offs exist. The .0 ___
physical mechanisms that impose the fundamental limitations must be identified before the
parameters can be chosen to yield optimum overall performance. To this end, a mathematical .
model is employed to analyze incoherent-to-coherent conversion in photorefractive crystals,
as described in the following section.

4 ,
WO ir s"''"'....

Fig. 2. Examples of photorefractive incoherent-to-coherent conversion.

NATBEMATICAL XVDEL

Holographic grating formation in photorefractive crystals has been extensively modeled
[8]. The sane basic formalism can also be used to analyze incoherent image recording in
photorefractive crystals through erasure of a holographic grating. The analytical framework
that has been proposed by Kukhtarev [8] is based on the following set of equational

+nSN 1 3.7(1
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7 (Nj NO) (3), ,

n , -(4)

V2E + 21.E(l + n 2E)E - 0

in which "'

n is the density of electrons in the conduction band
j. *,. %.p *

N is the density of vacant donor sites -D
e is the electron charge

3 is the current density L

x is the coordinate along which the external voltage is applied

s is the absorption cross section
I is the intensity of the incident optical vave

ND is the total density of donor sites

Y is the recombination coefficient 'j__%

E is the electric field in the crystal

is the dielectric constant

No  is the density of vacant acceptor sites in the dark

pis the mobility .

KB is Boltzmann's constant

T is the temperature

E is the amplitude of the electric field of the read-out light

e w/2w is the optical frequency

r is the electrooptic coefficient

n is the index of refraction

Equations (1)-(4) can be solved to determine the electric field E that is induced in 1-1%
the crystal by exposure to the input optical intensity I. Equation (5) is 'the wave
equation, including the polarization field that in induced by the electric field in the %%1
crystal through the electrooptic effect. Once the electric field E is determined from Eqs. _.
(1)-(4), Eq. (5) can be solved using coupled mode analysis 1101 to determine the optical
field diffracted by the photorefractive crystal. In this paper we concentrate on
determining only the induced field E. We consider the simultaneous exposure of the crystal
to the coherent grating and an incoherent image. The total light intensity incident on the
crystal is the sum of the coherent and incoherent intensities:
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I I(x,t) - I € [1 + mc cos(K0 x)]+ Ii(x,t) (6)

where Is  is the average intensity of the coherent light, mc is the modulation depth and
K/2 is-the spatial frequency of the coherent grating. The intensity of the incoherent
iaage is given by Ii(x, t).

The set of Eqs. (1)-(4) describe ajsystem with input intensity I(x, t), the state of
vhich is described by the four variables MD, n, J and E. The solution of the four equations
yields the electric field E. The fidelity with which the incoherent image Ii is recorded

can be investigated by studying the relationship between E and I.. The solution of Eqs.
(1)-(4) is in general difficult because they are nonlinear. Often these equations are
solved by makiri simplifying assumptions that lead to full or partial linearization. The
effect that we are investigating, however, is based on the nonlinearities, and we are
therefore primarily interested in characterizing the nonlinear part of the response of the
system. For this reason, we have included in the analysis all of the nonlinear terms. The %

strongest nonlinearity typically occurs in Eq. (4) where the current density J is
proportional to the produqt of E and n, the number density of electrons in the conduction
band. The product nNt that appears in Eq. (1) can also be a significant source of
nonlinearity.

The critical role that the nonlinearities play in this device can be appreciated by
considering the electric field distributions E that are induced by exposure to the coherent
and incoherent beams independently. The coherent beams alone record a uniform grating; the
incoherent beam alone induces a field distribution that is not an accurate reproduction of
the incoherent intensity distribution (more on this later). If the system were linear, the
combined exposure would simply induce the sum of these two field distributions. However,
the nonlinearities give rise to additional, intermodulation terms in E and these are
responsible for the accurate reproduction of the incoherent image upon reconstruction of the
holographic grating that is observed experimentally.

The steady state behavior of the system is analyzed by setting all the time derivatives
equal to zero in Eqs. (l)-(4) and choosing an incoherent illumination of the following form:

i (x t) - (i 1 mi cosa( ix)]. (7)

in which mi  is the modulation depth and Ki/2w the spatial frequency of the incoherent
grating. In this case the solution for the electric field E is in the form

M N .' %

- E E Emn exp[j( c + nKi)x], ()
m-M n--N

and similarly for the other three variables, n, ND, and J. Equations (l)-(4) can now be
solved numerically, using the method of successive approximations, to obtain the
coefficients of the expansion in Eq. (8). The calculation was performed for m - - 1,
K /2 - 10 c/mm, Ki/2r - 10 c/mm, and material parameters that were given by ieltier and
Micheron 19) for Bi12 SIO 2 0. V-N

The coefficients E1, E0i and E1m are plotted in Fig. 3 as a function of the ratio
R - Ii/Ic The quantity £1 1 is tfie coefficient of the intermodulation term of'interest,
CouCK1x) cos(K x). It is evident in Fig. 3 that Ell attains a maximum at R - 1. It is r. !
interesting to note that in the experiments reported in the previous section, the much k'-. i
higher value of R " 52 was used. The reason for this choice can be appreciated by observing 4 .
the behavior of E0. The quantity E 0 is the coefficient of the cos(Ki x) term, and upon
reconstruction ii results in a uniform plane wave diffracted in the same general direction
as the signal beam that is diffracted due to the Ell grating. As a result it acts as a
constant background bias that reduces the contrast of the coherent image. As shown in Fig. ....
3, the ratio Ell/El0 increases (and hence the contrast improves) as R is increased. In a
coherent optical system, a constant bias can be easily removed by spatial filtering and

::.. .. . . . . . . .. . .
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incoherent images in crystals such as BL12SiO2o, where an external field is required for
L.5 efficient grating recording. A simple experiment was performed to demonstrate this. A

transparency of a nested-squares pattern was used as the incoherent input in the

experimental set-up described in the previous section. Coherent reproductions of this
object were obtained from the E" and V . gratings and they are shown in Figs. 4a and 4b,
respectively. The external field was applied in the horiontal direction of Figs. 4. it is...
evident that information is recorded only in the direction parallel to the external field

with direct exposure, whereas two dimensional recording is possible through erasure of the
holographic grating. " "

.5%6.4' %%

CONCLUS ION ".

A novel recording method in photorefractive crystals has been presented. Our
preliminary experimental and theoretical observations indicate that incoherent-to-coherent
conversion can be implemented with this mechanism. Further experimental and theoretical
work is needed to assess the full capabilities of this device.
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ABSTRACT.'%.

volume holographic storage in photorefractive Bil2S'O20 (BSO) crystals is utilized to .,
perform dynamic incoherent-to-coherent image conversion by- seans of selective spatial
erasure of a uniform grating with white (or quasi-monochromatic) light. Preliminary results .. "
with binary and grey level transparencies are presented, and the conversion process is ' '
described in terms of a simp~le model which relates the diffracted intensity to the"-/
space-variant effective modulation ratio... -

PET ICL INMTRCIONSIEAIU

:-..,'.:;

Real-time holography in phatorefractive materials has been utilized for manyapplications in the areasns ofptical processing il, non-destructive testing of vibrating

structures 12], and image propagation through aberrating media 13). in addition, thedevelopment of high performance spatial light modulators has received much recent ttention,
primarily for incoherent-to-coherent conversion functions in optical information processing.

and computing applications [4, 5]. We have reported in a previous paper [6] the successful -%.application of volume phase holograp y to the real-time conversion of n incoherent image

. (quasi-monochrormatic or white light illumination) into a coherent replica. Several possible . 5configurations for the performance of this image transduction in photorefrsactive materialswerf dynac nherein. Such conversion process has been investigated independently, as
reported in reference 7a.

In this paper, we present simple model that describes the incoherent-to-coherent
conversion process in terms of the pace-variant effective modulation ratio. The model is

shown to satisfactorily explain the principal features of the device sensitometry behavior.
The limiting resolution of the process is discussed, and geometric, systemic, and"- -

materials-related constraints are identified. Experimental measurements of the device
temporal response characteristics are presented. Zit zil

The high sensitivity of photoconductive and electrooptic crystals such as Bismuth .:.
".. Silicon Oxide (Bi Si0o or BSO) in the visible spectrum has allowed the simpltaneous"'-'

%. recording and readi of hlume holograms to be achieved with time constants amenable to ".e... real-time operation. The holographic recording process in photorefrctive materialshb ul f m
s tinvolves photoexcitation, charge tranhport, and trapping mechanisms 18, 9n When twomicoherent writing beams - re alloed to interfere thin the volume of such ai crystal, free
carriers are nonuniformly generated by absorption, nd inby diffusion and/or
drift under the influence of n externally applied electric field. Subsequent trapping ofe

gthese charges generats t stored space-charge field which in "urn modulates thi rhtie meral..index through the linear Slectrooptic (Pockels) effect and thus records i volume phase
ihologram. s a bth coherent writing beams are plane waves, the induced hologram -ill consist

on versifo pre -int of th spac-varint. effct.emoultio rti. hemodel i

0shown to'-aisfacoril'e.plin te pric-pa features-of'the-device sensit"metry behavior.

p.A..
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In the Photorefractive Incoherent-to-Coherent Optical Conversion (PICOC) process, in
addition to the holographically-induced charge distribution stored in the crystal, an
incoherent image is focused in the volume of the photorefractive material, and creates a
spatial modulation that can be transferred onto a coherent beam by reconstructing the
holographic grating. The spatial modulation of the coherent reconstructed beam will then bea negative replica of the input incoherent image. The holographic grating can be recorded -.

before, during or after the crystal is exposed to the incoherent image. Therefore, a number
of distinct operating modes are possible. These include the Grating Erasure Mode (GEM), the
Grating Inhibition Mode (GIM), and the Simultaneous Erasure/Writing Mode (SEWM), among
others.

In the Grating Erasure Mode, a uniform grating is first recorded by interfering the two
coherent writing beams in the photorefractive crystal. This grating is then selectively

erased by incoherent illumination of the crystal with an image-bearing beam. The incoherent ..,.
image may be incident either on the same face of the crystal as the writing beams, or on the
opposite face. When the absorption coefficients of the writing and image-bearing beams give
rise to significant depth nonuniformity within the crystal, these two cases will have ...
distinct wavelength-matching conditions for response optimization.

In the Grating Inhibition Mode, the crystal is pre-illuminated with the incoherent
image-bearing beam prior to grating formation. This serves to selectively decay (enhance)
the applied transverse electric field in exposed (unexposed) regions of the crystal. After
this pre-exposure, the coherent writing beams are then allowed to interfere within the
crystal, causing grating formation with spatially varying efficiency due to significant
differences in the local effective applied field. ..

In the Simultaneous Erasure/writing Mode, the incoherent image modulation, the coherent
grating formation process, and the readout function are performed simultaneously. In one
possible implementation of this mode, the conventional degenerate four-wave mixing geometry
can be modified to include simultaneous exposure by an incoherent image-bearing
illumination, as shown schematically in Fig. 1. in this configuration, the coherent replica.X.
of the incoherently-exposed image appears in the conjugate diffracted beam. .-.

The PICOC process can thus be regarded as caused by selective spatial modulation of
a grating by spatial encoding of an incoherent erasure beam. It should be noted here that a
related image encoding process could be implemented in a non-holographic manner by
pre-multiplication of the image with a grating 1103.

PHOTOREFRACTIVE INCOHERENT-TO-COHERENT OPTICAL CONVERSION

5. In the remainder of this paper, we examine the Simultaneous Erasure/Writing Mode in
more detail. As a specific example, we will discuss the configuration in which the coherent
writing beams and the incoherent image-bearing beam illuminate the same face of a BSO
photorefractive crystal, with a transverse electric field applied along the <110> axis as
shown in Fig. 2. Consider an incident intensity distribution of the form

IT(x) - IG(X) + IW(x)

- I (U + m cos K X) + I (1 + m cos KX).G G G S S KSx

with I -I+ and m~-2(11I,) 1/Iin which KG and K. are the wavevectors of the
coherent grating G) and a particul r harmgnic component of the incoherent image (S), and
MG and ms are the respective modulation ratios. Due to the nonlinear dependence of the
induced space-charge field on the incident intensity, such a distribution will generate a
refractive index modulation which can be written in the form

An(x) - C1 cos KGX + C2 cos Kix (2). ~~(2) .',...
+ C3 cos [(KG - Ks)x]

+ C 4 cos [(K G + Ks)x]

+ Other Terms.

."k.

k -
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Fig. 1 Experimental configuration for photorefractive
incoherent-to-coherent optical conversion (PICOC) in the
Simultaneous Erasure/Writing Mode (E?). TewiigbasI
and 12. and the reading beam 13, are generated from an argon
laser (A~ - 514 nm). The phase conjugate beam 14 is diffracted
at the same wavelength. The transparency T(x, y) is illuminated

A with a xenon arc lamp S and imaged onto the Bi12SiO20  crystal
with the optical system 1.1 through a filter F(X - 545 rn). A
coherent replica is formed in the output plane by utilizing
beamsplitter BS in conjunction with lens L2 to image the surface
of the crystal onto the output plane through polarizer P.-
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Note in particular that ni) contains the sum and difference spatial frequencies as well as
the fundamental harmonics. The constants Ci(i I to 4) represent the amplitudes of each
frequency component. Thus, the far-field diffraction pattern shown in Fig. 3 viii comprise
several beams, each corresponding to a specific term in the refractive index modulation.

.

PHOTOREFRACTIVE 1o0-
CR YSTA L 1 00 "

*.p ",di

'READOUT O0

Fig. 3 Far-field diffraction pattern
resulting from the nonlinear interaction of
two gratings in a phototefractive crystal.

. To demonstrate incoherent-to-coherent conversion in the four-wave mixing configuration,
the experimental arrangement of Fig. I was utilized with a 1.3 mm thick (110)-cut BSO

. crystal. A transverse electric field (E0 - 4 kV/cm) was applied along the <110> axis, and
the carrier frequency of the holographic grating (f - 300 line pairs/m) was chosen to lie ..'.

within the optimum range for drift-aided charge transport in BSO [111.

In this implementation, the two plane wave writing beams (labeled I and 12) are
generated from an argon laser (XG  514 nm) and interfere inside the (110)-cut BSO crystal to , .
create a volume phase hologram. The readout beam I3, collinear with I, to satisfy the Braggcondition, is diffracted to form the phase conjugate beam 14 at the same wavelength.Increased diffraction efficiency results when a transverse electric field is applied to the

electrooptic medium. An incoherently illuminated transparency Tlx, y), with intensity
I (x, y) (either quasi-monochromatic or white light), is imaged in the plane of the crystal.
The beam-splitter BS separates the diffracted signal from the writing beam, and the
polarizing filter P in the output plane eliminates the unwanted scattered light to enhance
the signal-to-noise ratio 1121. yhe vertically polar zed coherent writing beam and signal
intensities were 11 2 - 0.4 mN/c= and I - 8 mu/cml, respectively. The incoherent
illumination was provided by a tenon aic lamp through a broadband filter centered at
Xs n 545 nm (FWHM - 100 nm).

The converted images obtained from two binary transparencies (a spoke target and a USAF
resolution target), and from a black and white slide with grey levels are shown in Figs. 4
and 5, respectively. The original transparency and its converted image have reversed
contrast. An approximate resolution of 15 line pairs/mm (as derived from the resolution
target image) was achieved without optimizing factors such as the optical properties and
quality of the crystal, the depth of focus in the bulk of the medium, the carrier frequency
of the grating, the relative intensities and wavelengths of the various beams, or the Bragg
diffraction condition (discussed below). This spatial bandwidth is comparable to that
obtained with a PROM [131 or a liquid crystal light valve [14).

A number of distinct factors influence t~e ultimate resolution achievable with the
PICOC spatial light modulator. These factors can be classified as geometric, systemic, and
materials-related in nature. Each of these resolution limitations are described in detail
below.

6.'.
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Fig. 5 Photorefractive incoherent-to-
£3). coherent optical conversion of a grey-level

transparency.

Fig. 4 Photorefractive incoherent-to-. ore
coherent optical conversion of two binary
transparencies: (a) spoke target, and (b)
USAF resolution target.

Geometric resolution limitations derive principally from the incorporation of an
incoherent imaging system in the four-wave mixing geometry, and from the finite crystal - .
thickness required to create a volume holographic grating. These effects are illustrated in
Figs. 6 and 7. Figure 6 describes the case for which asd<l, such that the induced
holographic grating has finite amplitude throughout the volume of the crystal. As can be
seen from the Figure, the optimum focal point occurs in the volume of the crystal (in the '
center when asd<<l), and is not localized on the front surface of the crystal. The
resolution will then be proportional to (W/2)-', which is in turn equal to 4n Ft/d. In this
expression, n is the refractive index of the electrooptic crystal, PO Is the F-number of the
input incoherent imaging system (assumed 1:1), and d is the crystal thickness. For example,
for n o 2.5, d - lm, and an F-number of 5, the resolution limit is approximately 50 line
pairs/mm. Figure 7 describes the case for which a d>>l, such that the induced olographic
grating has significant amplitude only within a thin layer of thickness d aff - . In this
case, the resolution will be given by 4n F#a s. For n - 2.5, d a 1lm, =s - 10 0 cm '1 , and
an F-number of 5, the resolution limit is approximately 500 line pairs/m.

Several systemic resolution constraints derive from the utilization of a volume
hologram in the image conversion process. One such constraint is that the coherent grating
spatial frequency must be significantly larger than the signal (incoherent image) bandwidth

- - . .,%- 52 .-
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in order to effect separation of the 0th and lst order diffracted beam components. In
addition, the range of spatial frequencies distributed about the coherent grating spatial %
frequency should be in an optimum region of the modulation transfer characteristic of the
device.

PHOTOREFRACTIVE INCOHERENT -TO- COHERENT ' ,:*
PMOTOREFRACTIVE INCOHERENT-TO-COHERFNT OPTICAL CONVERTER:

OPTICAL CONVERTER: GEOMETRIC CONSTRAINTS %
GEOMETRIC CONSTRAINTS

D D

I. S 2I o1 w~ - n~

2f ~2f

IF .1 Fd*,,"@•" .,,

th nu pis ortecs d<1 heiptotcfr h aea >1 '-'-

I 4nF*
CASE 1: ad< " ."

CW/ 2) _dCASEfl: ad-1 R- - .4nF*a %,

EXAMPLE: FOR n--2.5, d-timm, F#:.5. w

A third fundamental systemic constraint on the PICOC device resolution derives fror ..,,:Bragg detuning effects associated directly with the use of a volume hologram. This effect
is strikingly illustrated in Figure 8, which is comprised of converted images of a 5 line
pairCmm Ronchi ruling and their related coherent Fourier transforms, for two orthogonal

orientations of the incoherent grating wavevector relative to the coherent grating
wavevector. As can be seen from the Figure, a significant difference in resolution exists ro-
between cases in which the wavevector of the ruling (incoherent grating) is parallel orth s ao
perpendicular to the coherently-written (holographic) grating. This difference derivesprincipally from a avevector matching condition, as shown in Figsf 9 and 0. In Fig. 9, the

incoherent grating wavevector is parallel to the coherent grating wavevector, a condition
achieved by symmetricall disposing the incident coherent beams about the normal to the
crystal, while himultaneously arranging the incoherent imaging systen such that its optical
axis is parallel to the crystal normal. In this case, significant iragg detuning occurs for .principally fnoromt rn wavevector (gscndtin aisn na diqations ofi, the frce

beam). In Fig. 10, the incoherent grating wavevector is arranged to lie tangent to the
circle defined by the incident coherent grating wavevectors, such that a significantly

increased angular deviation of the diffracted beam is allowed before significant Bragg
detuning effects occur. Such a wavevector tangency condition is automatically satisfied
when the incoherent grating wavevector is normal to the coherent grating wavevector (as it
is in the orientation normal to the plane of incidence). For the arrangement described in
Fig. 10, wavevector tangency is assured for both orientations, so that the horizontal and
vertical resolutions become degenerate for this case. An equivalent condition is described
in Ref. [71 for the case of distinct reading and writing beam wavelengths. e

A fourth related systemic constraint involves the tradeoff between saturation .,.
diffraction efficiency and achievable resolution due to grating thickness. Within limits,
increases in grating thickness increase the diffraction efficiency, but at the same time
increase the Bragg detuning per unit angle. This condition creates a familiar
resolution/sensitivity tradeoff situation in which one can be optimized at the expense of
the other.
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Additional resolution limitations derive from material parameter constraints that
influence the physics of grating formation. This limitation is essentially described by the "'"
behavior of the diffraction efficiency as a function of the spatial frequency with the..-.
applied transverse electric field as a parameter [11]. The amplitude modulation transfer
function of the grating itself depends on the spatial frequency dependence of the maximum S
space-charge field, which in turn depends on carrier mobilities and lifetimes, the applied
field, the nature and distribution of traps in the crystal, and the trap occupancy (Fermi)
level.

Optimization of the PICOC device resolution necessarily involves simultaneous
satisfaction of all three types of constraints, and must be undertaken also in compromise _
with factors that directly affect the device sensitivity. In succeeding paragraphs, we

FT

..

FT

Ronchi-Ruling Fourier Transform

5 Ip/mm

Fig. 8 Coherent replica images and ...
corresponding Fourier transforms of a 5
line pair per mm Ronchi ruling after
photorefractive incoherent-to-coherent
conversion.

present a model that allows the device sensitivity to be understood and optimized. It
should be noted here that amplification via energy transfer has been observed in the '-"

four-wave mixing configuration in BaTi0 3 115], and in the two-wave mixing configuration in a
BSO crystal [16, 17]. By utilizing this effect in the PICOC geometry described in this - " -

paper, incoherent-to-coherent conversion could be performed with improved energy sensitivity .
without sacrifice of resolution.

The following simple model describes the encoding of the incoherent information onto
the coherent diffracted beam, by taking into account only the effective modulation ratio of
the exposure in the bulk of the photorefractive material. The different intensities ".
incident on the crystal are as shown in Fig. 2. The intensity pattern resulting from .-
simultaneous illumination with the coherent writing beams and the incoherent image-bearing
beam is given by Eqn. (1), which describes the case of a one-dimensional incoherent
sinusoidal grating with a fundamental component at wavevector Ks . The space-charge field
Esc is related to the current density J(x, t) and the free-carrier concentration n(x, t)
through the following system of .q~ations [18]:

l .. ..
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Fig. 9 Wavevector diagram of the photorefractive incoherent-to-
coherent conversion process, for the case of collinear signal (Ks)
and grating (KG) wavevectors. Readout with a beam incident at
wavevector k3 results in diffracted beams at k4+ and k4 -, with :' V
corresponding Bragg mismatches LK+ and LK.. ."

Current density equation

an(x,t) ( )''
J(x,t) - eD yx + eun(x,t) [Esc (x,t) + E0] (3)

Continuity equation

in(x,t) n(xt) - nd 1 3(x,t)0

* w ~g ( x ) -+ -j n -
Maxwell's equation (integral form)

E Nt) f - -
-  J(x,t)dt + G(t) (5)

sc Ej

4 L
SE (xt)dx 0 (6)

* in which g() is the generation rate, nd is the free-carrier concentration in the dark, .-. ,
.O is the applied transverse field, and G(t) is a boundary condition-dependent constant of
integration. If one assumes that the quantum efficiency C, which is the probability of
creating a free electron by an absorbed photon of energy fw, is not wavelength-dependent in
the range of interest, the intensity distribution 'T(X) gives rise to the free-carrier

• generation rate

g~)-G * So .L og() "+ cos p(- d) I U + M Co sx) exp(-*sd) (7)

Gx) .* .. . . . . . .' * -* S ...........

.. . .. . .. . . ..

'-- -G -. ',,.
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Fig. 10 Wavevector diagram of the photorefractive incoherent-to-
coherent optical conversion process, for the case wherein the signal
wavevector is tangent to the equiphase circle. Readout with a beam
incident at wavevector k, results in diffracted beams at k4 + and k4 .,
with significantly reduced Bragg mismatches hK+ and tK..

in which d is the crystal thickness, and the intensity absorption coefficients are at
As and aG at XG. Since free-carrier redistribution will occur both by drift and diffusion,
the resultant space-charge field will depend on both the carrier concentration n(x) and its
spatial gradient an/ax. Solution of this system of equations is extremely complicated in
general, and must be accomplished in the context of boundary conditions applicable to a
given experimental situation. In the development that follows, several simplifying 3|
assumptions are made that are appropriate for the SEWN configuration in the steady state, -.
and in the large transverse applied field limit (to enhance the saturation diffraction
e f f i c i e n c y ) . - -"

In the saturation regime (steady state), the current density is constant and the
carrier concentration is given by

nmx) - nd + rg(x) (8)

in which the free-carrier lifetime T is assumed to be the same for the writing and the
erasure beams, and unaffected by the presence or absence of illumination. In the strong &--'
drift regime for which the applied field is much larger than the diffusion field
(E0 

>> ED; ED KkkT/e), solution of the system of Eqns. (3-6) subject to the additional
constraints expressed in Eqns. (7) and (8) yields the following expression for the
space-charge field

W ffE sf fEssin F x
mG  DG n GX DS(9)

sc + eff ffc1 m G fcos XGx + M os

+ Eff ef 1]
1 me cogX+mS cosK x

• .... .. -.. . . . . . ... 
.. 
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with

eff (10)

1+ S S exp c(t a ),sd] +

• .. 1, ,,•-.

G G G

and

elf f0 (1)S.5

e G  s )
G  

.

Assuming further that the effective fringe modulation r tios by sthe ) are small and that
ks<<% << 0 the space-charge field amplitudes at each harmonic component of interest

hare given by:

Ex) + n r4eff)(12) *...

Esc (KG ma 0

(K + K in ef nf E (13)

sc G .-,.S_

E (K - K) M mS E (14) j.Ji
sc S 0

The refractive index modulation induced along a pincipal axis by the electrooptic effect is
then given by-

13
4 " "t- 'on(x) - "n r E Cx (15)

.c . ¢j%

1 3 efft ce n eff K s, e s( d itn y-
Tno r 41 MG E 0 (Cs KG x m S cos(K G + K6ff S co( G K -X v-j

( 03 .; ..--.,.+

or, by combining terms,

- dx) r 3 neff E 0  .i cc (16) ..-,...X.X
2'0os .-....

For small diffraction efficiencies and low spatial frequencies K, the diffracted intensity
pattern in the first order of the carrier grating can be expressed by the relation

U
4  IA() ..-- 41- - d(x) ,. 2 4m .co -K . -)

in the Kogelnik formulation 119]. This expression demonstrates that the information4
contained in the incoherent incident intensity distribution Is(x) (see Eqn. M1) is
transferred onto the coherent diffracted bean, performing an i'coherent-to-coherent
conversion in which the original contrast is reversed.

%* .*
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For the case of uniform erasure (KS 0), the diffracted beams II and I10 are
degenerate (see Fig. 3). For the case of modulated erasure (Ks # 0), this egeneracy is P
broken and separate beams are observed. The diffraction efficiencies in these two cases are
given by:

o ff 2 2, 
,,,nl(110) Mj (Rff 202(9

eff eff 2 2 (9

vhere R is the ratio of the incoherent to the coherent beam intensities (R - s/ G ) . '
Figures 11 and 12 illustrate the normalized diffraction efficiency of the 110 beam for three, "

typical erasure wavelengths (At). The parameter As is the ratio of the erasure beam to the .
writing beam intensity absorption coefficients (As a Qs/*G). It is interesting to note that
the maximum energy sensitivity does not generally occur for wavelength-matching (X - X)-
In fact, two limiting situations can be recognized. For a thin crystal (Fig. h), e
optimum sensitivity is obtained with a strongly absorbed erasure beam because the generation
rate increases with the ratio As, while the attenuation factor {exp(MG - as)d] has almost no .iz1
effect on the effective modulation meff • conversely, for a thick crystal (Fig. 12), the
exponential term dominates and the optimum sensitivity is achieved when the incoherent
source has the same wavelength as the laser with which the carrier grating is recorded.
This is intuitively appealing since the phase grating is most effectively erased throughout - "-
the volume of the crystal for the case of wavelength matching.

1.0 1.0
UNIFORM ERASURE (1O 0) UNIFORM ERASURE (I lo)

* 0.9 XGs 514 nm 0.9 :514 nm

•-) 0 .8 d z O .1 3 c m 0 .8 d , I c mz z
W0.7 A 5X2. As s 488nm ..7

L& L& A - 1. s a5I44nm
u 0.6 1 0.6 S' SSAss1 ,  AS 514 n m.-....

Z 0.5 0.5- AszO.t. *633nm0 0
i0A 4X A:2, X5 :488nm

F,0.2- 
0.2

~O.3I ' O S,

0.1, -

0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 "0
INTENSITY RATIO (R) INTENSITY RATIO (R)

fig. 11 Normalized diffraction efficiency Fig. 12 Normalized diffraction efficiency
of the I&0 beam (Uniform Erasure) as a of the I beam (Uniform Erasure) as a
function oV the intensity ratio (R) for a function of the intensity ratio (R) for a .
0.13 cm thick crystal. Three signal beam 1.0 cm thick crystal. Three signal beam
(S) wavelengths (As) with corresponding CS) wavelengths (As) with corresponding
absorption coefficients (As) are used to absorption coefficients (As) are used to L--
erase the coherent grating written at erase the coherent grating written at
wavelength XG . wavelength xG.

',, . ,,~~~~% .* . , *... .. . . .... ._. . . . . ... . ., .. . . .. ... ,. , .
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The normalized diffraction efficiency for the beam Ill in the case of modulated erasure ,-

is shown in Fig. 13. As predicted by Eqn. (19), a maximum exists for Reff where:

Reff - R S S exp(aG - A5 )d (20)

The existence of such a maximum is explained by the following. It is Clear that when
Reff - 0, there is no diffraction in the I1,direction. In addition, when Reff is large, the
uniform component of the incoherent exposure almost completely erases the carrier grating
and the diffracted intensity vanishes. Furthermore, a small intensity ratio (Reff ^- 1) ..

generates the maximum signal (II), but the uniform erasure (11o) is weak and as a result
the overall contrast is low. Conversely, a large ratio (Regf>>l). decreases the modulation
miff, but at the same time diffraction in the beam 

1 1o is minimized so that the overall
contrast is enhanced at the expense of sensitivity. In Figs. 4 and 5, R was set equal to 10 ...

1.0.*.*.

0.9 A2, )•,488nm

":' 0.:
.Z As:O.I, XS=633nm

Uj 0.7
As i, \S-- 514 nrn

-'" -"~~~LL 0.6 '- ' s-- -

z 0.5 MODULATED ERASURE (I)

02

O3

0.1

INTENSITY RATIO (R)

.% ,_. ..

Fig. 13 Normalized diffraction efficiency
of the Ill beam (Modulated Erasure) as a
function oi the intensity ratio R) for a
0.13 cm-thick crystal. Three signal beam
(8) wavelengths (AS) with corresponding
absorption coefficients (As) are used to
erase the coherent grating written at
wavelength XG."

in order to maximize the contrast in the negative imaging mode. However, .number of .,
specialized readout techniques (e.g. Schlieren, phase contrast) could be employed to
simultaneously optimize the signal intensity and the contrast ratio.

To verify the essential predictions of this simple model described above, the
experimental arrangement shown in Fig. 14 has been utilized. The carrier grating is
recorded in the BSO crystal at AG - 514 nm and read out with a He-Ne laser at AR a 633 nm
incident at the Bragg angle. The incoherent grating is formed with a Michelson ..
interferometer (1, ") using the blue line of the argon laser (A 488 rn). The far-field
diffraction pattern is located in the Fourier plane of tne lens L. The results of

'~ ' theoretical calculations and experimental measurements of the normalized diffraction

%' %
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PICOC: Experimental Set-up for Sensitometry and Tronsfer
Function Measurements

M
L

iL ..2

P MP

I--. %

Fig. 14 Experimental arrangement for Sensitivity and transfer function

measurements, as described in detail in the text. .-

efficiency as a function of the intensity ratio R are presented in Fig. 15 for the case of

uniform (1 ) erasure, and in Fig. 16 for the case of Pdulated (I,,) erasure. The general
behavior loi these curves is in agreement with the model. The discrepancy in the amplitude
between the theoretical prediction and the experimental measurement likely derives from a
large difference in grating modulation ratio between the two treatments. Experimentally, a
large modulation ratio (mG % 1) was employed in order to increase the diffracted intensity .- "
for the purpose of signal-to-noise ratio enhancement. In the theoretical development,
however, the assumption of small modulation ratios (uG<<l) was necessary to achieve analyticsolution of the nonlinear coupled equations. An increase in the modulation ratio results in

increased space charge field gradients that in turn enhance erasure sensitivity, as
indicated by the experimental results shown in Fig. 15. This heightened sensitivity is
strongly diminished at larger intensity ratios due to the reduced effective modulation ratio
that results from uniform grating erasure. This explanation of the uniform erasure case
also aids in understanding the behavior shown in Fig. 16 for the modulated case (I1). At
the larger (experimental) modulation ratio, the uniform component of the incoherent erasure
beam is more effective in diminishing the carrier grating (represented by I1 - see Fig. 15)
than the (low modulation ratio) theory predicts, resulting in a decrease in sensitivity of
I,, at low values of R. On the other hand, for values of R much greater than 1, the carrier
grating is erased more slowly than in the theoretical prediction. This results in a more -
gradual decline *in the Ill diffraction efficiency with increasing R than would occur at
lower modulation ratios (see Fig. 16).

The general temporal response behavior of the Ill (information-bearing) diffracted beam
is shown in Fig. 17 for the two cases P - 1.5 and R - 5.0. in this experiment, the coherent
grating is established and in the saturation regime at time t - 0, at which point the VAN
incoherent erasure beam Is allowed to expose the crystal. For a small ratio
R (Is - 0.6 mW/cm2  in fig. 17), the diffraction efficiency increases steadily with time
until it reaches a maximum. However, for a strong incoherent beam (Is - 2 mW/cm in Fig. J.'r.
17), a transient effect appears. Initially, the beam 110 is quite intense and diffracts
from the composite grating at XG + KS to generate a rapid rise in the amplitude of Ill, but
the uniform part of the incoherent illumination simultaneously erases the coherent carrier
grating and hence the diffraction efficiency decreases to a small steady-state value. The
time constant for this particular set of experimental parameters is in the range 0.5-1.5
sec., although the device response time can bp decreased by increasing the intensity of the J
carrier grating writing beams. In addition, the response time is strongly dependent on a
number of intrinsic and extrinsic materials parameters. The full range of variation
possible for the temporal behavior characteristic is not firmly established at this point.

.. . . . . . .. . . . . ., .-..-. , .-.- , , ; .,... ....., -E,
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In conclusion, we have demonstrated the feasibility of real-time incoherent-to-coherent
conversion utilizing phase conjugation in photorefractive BSO crystals. The physical basis
of this effect in explained with a simple model which takes into account the influence of ,
the effective modulation ratio on the diffraction efficiency of the different diffracted
beams. Although the results are preliminary, the device which is proposed In this paper has

I * potential for incoherent-to-coherent conversion with high resolution, which can be realized
by optimizing the wavevector matching condition and the relative intensities and wavelengths
of the various beams. In addition, the PICOC device is quite attractive from considerations
of low cost, ease of fabrication, and broad availability. With such a device, numerous *

optical processing functions can be directly implemented that utilize the flexibility
afforded by the simultaneous availability of incoherent-to-coherent conversion and volume
holographic storage. 'V
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Bias-free time-integrating optical correlator using a
photorefractive crystal

Demetri Psaltis, Jeffrey Yu, and John Hong

An acoustooptic time-integrating correlator is demonstrated using a photorefractive crystal as the time-
integrating detector.

1. nroduction on a spatial carrier in the crystal and read out with an %.'.
Time integration' has proved to be a powerful tech- auxiliary beam. Since only the signal recorded on a

nique in optical signal processing and has been used in spatial carrier is stored in the photorefractive crystal,
a wide variety of architectures. A major drawback of the diffracted light that is detected contains the corre-
time-integrating processors is the buildup of bias in lation information without the bias. The bias does not
addition to the signal. This occurs because the photo- reduce the dynamic range of the output detector used
generated charge that is integrated on the detector is for final readout, but rather the diffraction efficiency
proportional to the intensity of the optical signal which of the BSO crystal. In addition, the resolution of the -

makes it necessary to represent bipolar signals on a BSO crystal is very much higher than that of a CCD
bias. The effective system dynamic range at the out- detector, allowing the correlation of very high space- "0 "
put is given by DR' = DR [SBR/(1 + SBR)] where DR -bandwidth signals to be formed on a carrier. Finally,
is the dynamic range of the output detector and SBR is since the result of the time-integrating correlator is
the signal-to-bias ratio on the detector. 2 In most cases read out optically, the output can be easily interfaced "
of interest, the SBR is much smaller than unity and with other optical systems, thus making new architec-
thus the added bias significantly reduces the usable tural designs possible. ,.
dynamic range of the system. In Sec. II, the theory of optical recording in photore-

The most frequently used method for separating the fractive crystal is reviewed and extended to the use of
signal from the bias involves placing the signal on a photorefractive crystals as time-integrating elements.
spatial carrier and then electronically filtering the out- The architecture and experimental results are de-
put of the integrator. This method of bias removal, scribed in Sec. III. Dynamic range, linearity, system

however, does not solve the dynamic range problem limitations, and other performance aspects are dis-
since the processing is done after the detection of the cussed in Sec. IV. .,. ,
signal. Also, an additional constraint is placed on the 1. Photmfractivo Crytal as Tlmnterd a*r Optical"
resolution of the detector, since the pixel separation Detect=
must be less than one-half of the period of the carrier
being recorded, which will result in a significant reduc- When a photorefractive BSO crystal is illuminated
tion in the available space-bandwidth product at the by an intensity grating, electrons are excited from
output. traps into the conduction band. These charges mi-

In this paper a new method for performing time- grate due to diffusion and drift from an externally " J.%
integrating correlation is described using a photore- applied electric field and then recombine in dark re-
fractive bismuth silicon oxide (BSO) crystal as the gions, creating a spatially varying internal space-
time-integrating element. The correlation is formed -charge field. This field modifies the index of refrac- -

tion in the crystal through the linear electrooptic effect r%
and, as a result, a holographic phase grating is recorded
in the crystal. Grating formation in photorefractive

The aut hors are with California Institute of Technology. Depart- media has been extensively studied and modeled. 3.4  %

ment of Electrical Engineering, Pasadena, California 91125. We will show here that the photorefractive crystal acts
Received 20 June 1985 as a time-integrating element.
000 3-6935/85/223860-06$02.0o/0. Let the intensity incident on the crystal be as fol-
i€ 1985 Optical Society of America. lows:
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{o 1o + RejI1(xt) expikx)l fort > 0 III. Experimental Denmonstration
0 otherwise. A schematic diagram of the experimental system is

shown in Fig. 1. The input electrical signals are mixed
Assuming that self-diffraction effects are negligible with the center frequency of the acoustooptic devices
and that the spatial variations of 11(x,t) are small com- (AODs) and fed into the AODs. The first AQD is
pared to the grating frequency k, the intensity of the illuminated by a collimated wave and the upshifted
light that is diffracted when the crystal is illuminated diffracted order is imaged onto the second AOD, then " --
by a readout beam can be shown to be5  reimaged onto the photorefractive BSO crystal. The * -

K, e,(xC) second AOD is oriented such that the acoustic signal is
.t(x,t) exp(_t/r) -exp(t'/r)d" 1R.  2) counterpropagating with respect to the image of the

U acoustic signal from the first AOD. The undiffracted

I JR is the intensity of the readout beam and K is a light transmitted through the first AOD is incident at
complex constant involving the material parameters of the Bragg angle of the second ADD. The upshifted
the crystal, the grating frequency, and the applied diffracted order of the second AOD is also imaged onto
electric field. r is the complex time constant of the the BSO crystal. The undiffracted light is spatiallyspace-charge field and is given byt h e(2/h). K2 s filtered before reching the BSO crysta!. In this ar-

also a complex constant that depends on the photore- rangement, the AODs are parallel to each other, but

fractive material used and the experimental condi the diffracted ord-rs propagate at an angle with re-fractivt toera eacd othe even thoughnta bondh difrate beam
tions. Io is the average light intensity incident on the spect to each other even though both diffracted beams
crystal during exposure. are temporally upshifted. This causes the signals

If Jdx,t) is expanded into its temporal Fourier com- from the two AODs to interferometrically record the
ponents, correlation signal on the BSO crystal at a high spatial

frequency. Let the inputs to the AODs be vi(t) = a(t)
4(;,t') = 1(xw) exp(iwot) and v,(t) = b(t) exp(iwot), where wo/2w is the

center frequency of the AOD. The intensity incident
on the photorefractive crystal is ,',,

then the output intensity for t >> r can be written as oh oea cr l
follows: l(xt) = jaUt - A/c) exp(ix) + b(t + xlv) exp(-ix)1

2  %

KI j = I'i - x/vil + Jbt + xlv)J ""

S x-t - i + explo(witd /d 1) - "2 ite JaIU - x/ib0 it + xl) expli2rxlj, (5)

where v is the acoustic velocity of the AOD and y =
The above is recognized to be a low pass filter with wo/v. We will treat the case where Ia(t)- and Ib(t)l 2

cutoff frequency 1/ I r, which is approximately equiv- can both be approximated as constants, as is the case
alenttotheoutputofaslidingwindowintegrator, with for FM signals. Then, the intensity pattern can be
integration time T. Thus, separated into a dc term I0 and a signal term II(x,t)

modulating a spatial carrier cos(2-yx) in the form of Eq.
0+- d,, n.(4) (1). This intensity pattern results in the formation of

t , - .4 a hologram on the photorefractive crystal as described
in the previous section. The hologram is read out with

Henre, the output intensity can he treated as the an auxiliary beam and is imaged onto a charge coupled
square of the normalized integration of the signal I,. device (CCD) detector for readout.
An interesting observation is that, if It(x,t) were inde- If the assumption is valid that II(x,t) has spatial
pendent of time, the output intensity depends only on frequencies which are small compared with the carrier
the ratio of the modulated intensity ! to the dc inten- frequencv 2f, we can use Eq. (4) to obtain an expres-
sity 10. sion for the output intensity detected by the CCD: ...

'C=

S.Xf~f7Fig. 1. Optical setup (if the photorefractive bias
removal correlator. %
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I  12 at - x/0b*(t + x/)d
ftla + x112  d

and by defining variable tl = t - xv,

l ,(x) J a(t1 )b*(t + 2x•v)dt, (6)

•.4, -.. -.
Hence the system produces the magnitude square of e

the correlation between the signals a(t) and b(t) inte-
grated over a finite interval T. .

Flint glass acoustooptic cells driven at a center fre- -
quency of 70 MHz were used in the experiment. A
symmetric linear chirp signal with bandwidth Af = 5
Mhz was fed into each cell to produce the autocorrela-
tion peak. The Bragg angle of the AODs was 0.2* ,

Fig. 2. Output of a standard time-integrating correlator without which corresponded to a grating frequency equal to 35
noise. lines/mm in the BSO crystal.

The BSO crystal used in the experiment was cut in
the (110) direction and measured 15 X 15 X 2mm. An
external electric field of 7 kV/cm was applied in the
(001) direction of the crystal which was also the direc-
tion of the grating vector.

The correlation was recorded on the crystal with an
argon laser at a wavelength of 514 nm with average
intensity equal to 1 gW/cm 2. The correlation was read
out with a He-Ne laser (X = 633 nm) with 150- W/cm2

intensity. Cylindrical lenses (not shown in Fig. 1)
were used to expand the output of the AODs thereby
illuminating the full aperture of the BSO crystal and
also to focus the diffracted light onto a 1-D CCD.

The output signal-to-bias ratio of a conventional
time-integrating correlator is reduced when the levels
of the two signals are unequal and/or if there is addi-
tive noise present in the system. Both conditions were
simulated experimentally. Noise was simulated by
adding a 70-MHz signal to the input of one of the
AODs. The output of a standard time-integrating
correlator (i.e., the correlation formed directly on the 01,

Fig. 3. Output of the bias removal correlator without noise. CCD) for the noise-free case and equal amplitude sig- P
nals is shown in Fig. 2. This condition provides the
maximum signal-to-bias ratio for the system. We can ./..

,4. . .-

Fig. 4. Output of the bias removal correlator with a signal-to-noise Fig. 5. Output of the bias removal correlator with a signal-to-noise 4 " ""
ratio of 0 dB. ratio of -10 de. -
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see in Fig. 2 that there is still a strong bias term added
to the correlation peak. The correlation produced by ,f
temporally integrating on the photorefractive crystal NO*PALlZt OUTPUT INTENSITY VS I400LPHON DEPTH

is shown in Fig. 3. In this case, all the bias due to
temporal integration is removed, and any residual bias .
is due entirely to dark current from the CCD. The "
outputs of the bias removal correlator with input sig- -"
nal-to-noise ratios of 0 and - 10 dB are shown in Figs. 4
and 5, respectively. Again, bias levels which appear in -.
the figures were entirely due to the integration of dark 1c
current in the output detector. In practice, the detec- ' "
tor dark current can be minimized by increasing the '
intensity of the readout beam, thereby decreasing the "2
required integration time of the output CCD detector !L . ,

N. and/or cooling the detector.
.. . p i . Fig. 6. Normalized output intensity vs modulation depth.

The experimental results described in the previous
section show a dramatic qualitative improvement in
the correlation that is obtained when the photorefrac-
tive crystal is used instead of the CCD. In this section -
we examine certain characteristics of this method OUTPUT INTENSVIT IIS INPUT VOLAGE

which are useful for quantitatively evaluating its per- .
formance. Specifically, we examine the linearity, in- "
tegration time, dynamic range, and sensitivity of the
correlator.

A. Unearity -.
In a conventional time-integrating correlator (co- . ""

herent or ircoherent), the output correlation is basi-
cally proportional to the signals applied to the AODs. :
Nonlinearities occur only when we exceed the linear .''
dynamic range of the devices used, i.e., if the diffrac- -.
tion efficiency of the AOD exceeds several percent or - - .-
the integrating detector is driven to saturation. In the
photorefractive time-integrating processor, the output Fig. 7. Theoretical plot of output intensity vs input voltage ratio.
intensity is a nonlinear, monotonically increasing
function of the input voltage. The nonlinearity arises
because of the square-law detection at the final read-

* out stage and the recording mechanism in the photore- Iout rn2 R 4a2/(l + a2). (7)
fractive crystal. The nonlinear relationship is now
studied analytically and experimental verification of Figure 6 is a graph of the output intensity at the
the theoretical results is presented. correlation peak vs the modulation depth incident on

.Let u(t) =s(t)bea fixed reference signal and (t) = the crystal. The experimental result is in excellent
as(t) be an input signal of varying amplitude (0 < a < agreement with the square-law relationship predicted
1). Since the correlation term contains spatial fre- by Eq. (7).
quencies which are much lower than the grating fre- A plot of the output intensity as a function of the
quency, near the correlation peak (x z 0) the intensity amplitude of the input signal a is shown in Fig. 7. The
incident on the photorefractive crystal is nonlinear relationship between the input and output

signals is generally a disadvantage since the scaling of
I(xt) = (1 + a

2 + 2a coskx)ls(t)l, signals of varying amplitudes will be nonlinear. This,

Using Eq. (1), the output intensity at the COD is pro- however, will not cause a problem if the correlator isportional to used only as a signal detection device, since correlation

2a 2 peaks will still be discernible and only the threshold p. q
a2 • level need be adjusted accordingly to maximize the

1.- +probability of detection.

The modulation depth of the intensity incident on the B. Integration Time-
BSO crystal is

2a In a conventional time-integrating correlator, the
m R integration time is limited by the dark current buildup ,N

+ on the output detector, typically up to several hundred r .
and hence milliseconds. When the photorefractive crystal is
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INPUT INTENSITY VS INVERSE RISE TIME

Fig. 8. Output intensity at correlation peak vs time as a function of Fi.9 Ivre-'.e ietiev aeae n-en"neniy
'._ : different average incident intensities. '"

" used, the integration time is determined by the rise formance of the system we need to determine how the -'
". time of the internal space-charge field which can easily input signal levels are mapped to this output dynamic -,

.'." be made much longer. The correlation can be read out range. Let the dynamic range of the photorefractive . .
"-: at any rate that is convenient by an auxiliary detector crystal be defined as DRBso - Mm,/mmin, where rM--,,,:,,
~array. is the maximum modulation depth (mma fi 1) and
. ~ ~~The integration time is approximately equal to I~, min is the minimum modulation depth for which a .'

where diffracted signal is detectable above the output scatter"'-.
: . ]~KI and noise level of the system.-.-'-

• 'I'1I I° (8) Given two input signals v(t) =fias(t) and V2(0 ffiS(0)1'.-
" ~~the modulation depth of the light incident on the crys-'.'-.

, ~ ~~Hence, the integration time of the bias removal cor- tgi f a( 2 +1.Tutemnmmdtcal ..- '
"= ~relator can be controlled by varying the writing inten- input signal is given by Goin =f P/tin/2 

= I/DRBSO. The ,.
sity. This control is important since the integration useful range over which a can vary is limited by DRiso. -. ".
time can be matched to the length of the reference From amin, one can define an input dynamic range ",'
signal thereby increasing the probability of detection given by DMinput =f 1/a2 min =f 4/mzmin. The most im- ,'''.

of a weak signal. portant parameter in determining the system dynamic ,.
The time response of the correlation peak for differ- range is the minimum detectable modulation depth ..

I ent values of average incident intensity is shown in Fig. retin. Experimentally, we measured the dynamic,
8. Figure 9 is a plot of intensity vs the inverse of the range to be equal to 23 dB. This corresponds to a -.-.-

~~~~experimentally observed rise time. There is excellent miiumolaondphf0.4. eepetht.'. "
agemn ewenteeprmntadE.() through careful design this can be substantially ira- +v-

e The integration time, however, has a finite range prvd.Hwee,'l.temeh-im'-, dtrmn
over which it can be adjusted. The maximum integra- mini are not fully understood. It is believed that ..-.

tiontim isliaite bythetheral ffets n te cys- besides detector noise and scattering from the crystal,""'"
.I tme israted yt thic arersmae efeat e ther- the modulation depth is limited by thermal effects in .-tally beoeI cmaabewt the rate at which crir r eeae they- the material and shot noise arising from the internal *. -

-" are photogenerated, the modulation depth of trap den- currents. .. '"
,'.sity will be reduced. As a result, the diffraction effi- Anthrimotat sec f.hecrrlto ssemi
,.%. ciency of the grating will decrease. In practice, the its sensitivity or the minimum signal-to-noise ratio . ' '
' " minimum integration time is limited by the maximum that is detectable. This parameter is also determined .
e"-" light intensity that is available for recording. The by the minimum detectable modulation depth, retin.--
II integration time can be reduced to 30 msec if the Given a reference signal vl(t) =f as(t) and an input -

. icidet inensiy ismadeequa to 8 mWcm 2. This signal contaminated by additive noise, V2(t) - bs(t) +," i
~~~~power level, however, is simply not practical for most nttemdlto et fteitniyicdn n.€..
,,, applications. the crysta l is.-"-

I.:4.

C. Dynamic Flange a0 Sensitivity ., .i ii +i bt, + ,,
Since the output of the bias removal correlator is Fr sai

presented without bias, the output dynamic range of The reference level which maximizes m is given by a

ethe system is essentially equal to the dynamic range of 02 + o.2/Is(t)2)12 corresponding to a modulation
the readout detector array. To characterize the per- depth of
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b result in extremely good sensitivity (detection of sig- -_

(b2 + 2/l8(t) 2) 1 2 " nals with very low SNR). However it is certainly

desirable to be able to decrease the integration time to
In practice, optimizing the reference level can easily be several milliseconds. This could be accomplished by
achieved by setting the power of the reference equal to increasing the optical power of the writing beams, but .
the total average power of the input signal. this is in general an impractical solution. Another " J.

Normalizing the signal and noise terms such that limitation of this technique is the relatively low dif- F
js(tA 2 = o 2 - I we obtain fraction efficiency that is obtained with BSO crystals

b (2-3%), which reduces the overall light efficiency. ,.0,

m (ib2 +lP Materials with higher electrooptic coefficients, such as
barium titanate, can provide better efficiency; howev-

Thus, the minimum input SNR that produces a detect- er, the time constant obtained with this particular "
able correlation peak at the output is (S/N)minff material is much longer than that of BSO. New pho-

/rop2),,, m reain2e torefractive materials currently being developed show-
From the experimentally measured value Of retain, ing promise of a large improvement in optical sensitiv- % O ,Z

the correlator should have had a sensitivity of-17 dB. ity as well as higher electrooptic coefficients may ..*. M

However, experimental results showed a sensitivity of provide a substantial improvement in performance e N

-14 dB. and, specifically, reduce the total optical power that is f.,l
IV. Condmlon required.," -. !

The photorefractive time-integrating processor that This work is supported by the Air Force Office of

has been described has several advantageous features: Scientific Research and the Army Research Office. ..

bias removal, increase in the output space-bandwidth 
"

product, and the ability to directly interface the result References
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Optical implementation of the Hopfield model

Nabil H. Farhat, Demetri Psahi, Aiuizio Prata, and Eung Paek

Optical implementation of content addressable associative memory based on the Hopfield model for neural
networks and on the addition of nonlinear iterative feedback to a vector-matrix multiplier is described. Nu- -."'"
merical and experimental results presented show that the approach is capable of introducing accuracy and
robustness to optical processing while maintaining the traditional advantages of optics, namely, parallelism ' '

and massive interconnection capability. Moreover a potentially useful link between neural processing and .- -
optics that can be of interest in pattern recognition and machine vision is established.

I. Itroduction age capacity; approximately N/4 InN bits/neuron can ,. -
It is well known that neural networks in the eye-brain be stored in a network in which each neuron is con- .

system process information in parallel with the aid of nected to N others.2 Another important feature is that %
large numbers of simple interconnected processing el- synchronization among the parallel computing elements
ements, the neurons. It is also known that the system is not required, making concurrent, distributed pro- .
is very adept at recognition and recall from partial in- cessing feasible in a massively parallel structure. Fi-
formation and has remarkable error correction capa- nally, the model is insensitive to local imperfections
bilities. such as variations in the threshold level of individual

Recently Hopfield described a simple model' for the neurons or the weights of the interconnections.
operation of neural networks. The action of individual Given these characteristics we were motivated to
neurons is modeled as a thresholding operation and investigate the feasibility of implementing optical in- 4
information is stored in the interconnections among the formation processing and storage systems that are based
neurons. Computation is performed by setting the on this and other similar models of associative memo- .- "t..
state (on or off) of some of the neurons according to an ry. 3A Optical techniques offer an effective means for
external stimulus and, with the interconnections set the implementation of programmable global intercon- .'
according to the recipe that Hopfield prescribed, the nections of very large numbers of identical parallel logic
state of all neurons that are interconnected to those that elements. In addition, emerging optical technologies
are externally stimulated spontaneously converges to such as 2-D spatial light modulators, optical bistability,
the stored pattern that is most similar to the external and thin-film optical amplifiers appear to be very well
input. The basic operation performed is a nearest- suited for performing the thresholding operation that
neighbor search, a fundamental operation for pattern is necessary for the implementation of the model.
recognition, associative memory, and error correction. The principle of the Hopfield model and its impli- %

A remarkable property of the model is that powerful cations in optical information processing have been . ,,

global computation is performed with very simple, discussed earlier.5'6 Here we review briefly the main -

identical logic elements (the neurons). The intercon- features of the model, give as an example the results of
nections provide the computation power to these simple a numerical simulation, describe schemes for its optical
logic elements and also enhance dramatically the stor- implementation, then present experimental results -'

obtained with one of the schemes and discuss their
implications as a content addressable associative
memory (CAM). '-"

II. Hopfleld Model

Nabil Farhat is with University of Pennsylvania, Moore School of Given a set of M bipolar. binary (1,- ,) vectors vt"' .
Electrical Engineering, Philadelphia, Pennsylvania 19104; the other i - 1,2,3.. .N, m = 1,2,3.. .M, these are stored in a '. ..d
authors are with California Institute of Technology, Electrical En- synaptic matrix in accordance with the recipe Z-
gineering Department. Pasadena, California 91125. %

Received 24 December 1984. To= - v," v ", ij = 1,2.3.. N, T, =0, (1)"
0003-6935/85/101469.07502.00/0. W1.,
C 1985 Optical Society of America. Vlm" are referred to as the nominal state vectors of the
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memory. If the memory is addressed by multiplying V•(-
the matrix Tj with one of the state vectors, say vJmo), it
yields the estimate

N
F " (2) V()- Tilr 

O 
,, Vl ) V. (m).-

" " ~~~Ti: m ', .,-.0 vi 'iv '..

= (N - )vi" ) + E(3) J.m."'_
MSMo (a) READ-IN (b READ-OUT 0

where Fig. I. (a) Insertion and (b) readodt of memories.
of.,. J 'm-_

- -stored vectors. It is seen that the partial input is rec-

01mo) consists of the sum of two terms: the first is the ognized as b 4 ) in the third iteration and the output re-
input vector amplified by (N - 1); the second is a linear mains stable as bW4" thereafter. This convergence to a
combination of the remaining stored vectors and it stable state generally persists even when the Tij matrix
represents an unwanted cross-talk term. The value of is binarized or clipped by replacing negative elements
the coefficients a,, is equal to vlN- 1 on the average by minus ones and positive elements by plus ones evi-
(the standard deviation of the sum of N - 1 random dencing the robustness of the CAM. A binary synaptic
bits), and since (M - 1) such coefficients are randomly matrix has the practical advantage of being more readily
added, the value of the second term will on the average implementable with fast programmable spatial light
be equal to ,/(M - 1(N - 1). If N is sufficiently modulators (SLM) with storage capability such as the
larger than M, with high probability the elements of the Litton Lightmod.7 Such a binary matrix, implemented
vector 01mo) will be positive if the corresponding ele- photographically, is utilized in the optical implemen-
ments of vm°) are equal to + 1 and negative otherwise. tation described in Sec. III and evaluated in Sec. IV of
Thresholding of Ofo) will therefore yield vtm°): this paper.

+I if *,-o) > 0 Several schemes for optical implementation of a CAM
f.

)# o  1 othrif (4) based on the Hopfield model have been described ear-lier.5 In one of the implementations an array of light

When the memory is addressed with a binary valued emitting diodes (LEDs) is used to represent the logic
vector that is not one of the stored words, the vector- elements or neurons of the network. Their state (on or -
matrix multiplication and thresholding operation yield off) can represent unipolar binary vectors such as the "
an output binary valued vector which, in general, is an state vectors b ) that are stored in the memory matrix ,'
approximation of the stored word that is at the shortest Tij. Global interconnection of the elements is realized " "
Hamming distance from the input vector. If this out- as shown in Fig. 3(a) through the addition of nonlinear , 1 %,J.

put vector is fed back and used as the input to the feedback (thresholding, gain, and feedback) to a con-
memory, the new output is generally a more accurate ventional optical vector-matrix multiplier in which the
version of the stored word and continued iteration array of LEDs represents the input vector and an array
converges to the correct vector, of photodiodes (PDs) is used to detect the output vector.

The insertion and readout of memories described The output is thresholded and fed back in parallel to
above are depicted schematically in Fig. 1. Note that drive the corresponding elements of the LED array.
in Fig. l(b) the estimate 0(mo' can be viewed as the Multiplication of the input vector by the Tij matrix is
weighted projection of Tij. Recognition of an input achieved by horizontal imaging and vertical smearing
vector that corresponds to one of the state vectors of the of the input vector that is displayed by the LEDs on the
memory or is close to it (in the Hamming sense) is plane of the Tj mask [by means of an anamorphic lens
manifested by a stable state of the system. In practice system omitted from Fig. 3(a) for simplicity]. A second
unipolar binary (0,1) vectors or words b"' ) of bit length anamorphic lens system (also not shown) is used to
N may be of interest. The above equations are then collect the light emerging from each row of the T mask
applicable with [2b,') - 11 replacing vi() in Eq. (1) and on individual photosites of the PD array. A bipolar Ti-
b!" 0° replacing v!"'° in Eq. (2). For such vectors the matrix is realized in incoherent light by dividing each
SNR of the estimate 0(o) can be shown to be lower by row of the Tij matrix into two subrows, one for positive
a factor of vi.' and one for negative values and bringing the light

An example of the Tj matrix formed from four binary emerging from each subrow to focus on two adjacent
unipolar vectors, each being N = 20 bits long, is given photosites of the PD array that are electrically con-
in Fig. 2 along with the result of a numerical simulation nected in opposition as depicted in Fig. 3(b). In the '- -
of the process of initializing the memory matrix with a system shown in Fig. 3(a), feedback is achieved by
partial version of b!4" in which the first eight digits of bt4 I electronic wiring. It is possible and preferable to dis-
are retained and the remainder set to zero. The pose of electronic wiring altogether and replace it by
Hamming distance between the initializing vector and optical feedback. This can be achieved by combining
b(," is 6 bits and it is 9 or more bits for the other three the PD and LED arrays in a single compact hybrid or
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Sa11 I 1 1124 1 -4 0 2 1Z 1 11- 1
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a : a" - 3 1 0 I" ET A o1 o -4 - "

u 1 11 1,. 1 1 1st THRESHOLDING ITERATION

iv v 2"ndII ' IAION

SI I I s Si363 g 3 2n ITRATONFig.2. Numerical eumpleof re-

SI~~ I13 13113si *3rd ITERATION STABLE covery from patial inpu;N -20,
3II3III*IIS~~~ii -Im 4hITRTO 4. (a) Stored vectors, (b)I1memory or (synaptic) matrix, (c)

(c)results of initializing with a partial

devices (OBDs)' 0 can be used to replace the PD/LED
( ' 1 0 arrays. This can lead to simple compact CAM struc-

fto~~~ C" 2..

trsthat may be interconnected to perform higher.
order computations than the nearest-neighbor search ..

performed by a single CAM.
We have assembled a simple optical system that is a

variation of the scheme presented in Fig. 3(a) to simu
SI I th late a network of N = 32 neurons. The system, details

Lof which are given in Figs. 5-8, was constructed with an
array of thirty-two LEDs and two multichannel silicon

I " PD arrays, each consisting of thirty-twA elements.
Twice as many PD elements as LEDs are needed in
order to implement a bipolar memory mask transmit-
tance in incoherent light in accordance with the scheme
of Fig. 3(b). A bipolar binary Td mask was prepared .
for M - 3 binary state vectors. The three vectors or

° " .0 words chosen, their Hamming distances from each
OF other, and the resulting T5 n memory matrix are shown .

three vectors is 16. A binary photographic transpar- .' -

tMe in ig..oheren ihaming distrance ew eenth hee,..-

ec of 32 X 64 square pixels was computer generated
Fig.3. Ccfor optical implementation of &content addressable from the To, matrix by assigning the positive values in __

memory based on the Hopfield model. (a) Matrix-vec.r multiplier any given row ofTo, to transparent pixels in one subrow
incorporating nonlinea electronic feedback. (b) Scheme for realizing of the mask and the negative values to transparent

a binary bipolar memory mask transmittance in incoherent light, pixels in the adjacent subrow. To insure that the image
of the input LED array is uniformly smared over the
memory mask it was found convenient to split the mask "--

monolithic structure that can also be made to contain in two halves, as shown in Fig. 5, and to use the resulting J. -
all bCs for thresholding, amplification, and driving of submasks in two identical optical arms as shown in Fig.
LEDs. Optical feedback becomes even more attractive 6. The size of the subrows o the memory submasks was
when we consider that arrays of nonlinear optical light made exactly equal to the element size of the PD arrays
amplifiers with internal feedback9 or optical bistability in the vertical direction which were placed in register
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stored words:

word : 1 0 0 0 a 1 0 0 1 1 1 0 1 1 0 1 1 1 1 0 1 1 0 0 0 0 0 1 '
idsrd2 1 0 1 0 0 0 0 0 1 0 0 1 1 0 1 0 1 1 1 1 0 1 1 0 1 0or d 3 : 1 0 1 1 0 0 1 1 1 1 1 1 1 1 1 1 0 0 1 *1 1 1 0 0 1 0 1 1 0 0 0 1

Earning distance from word to word:

1if 1 4
1 015~l14

2 19
3 14 19 0

Clipped mwory matrix:

-1 0 1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 1 -1 1 1 1 -1 1 1 1 1 1 1 1 -1-1 1 -1 1 -1
1 -1 0 1"1 "11 1 1 1 1 1 1 1-1 -1 "1 1-1 1 1-1 -1 -1 1 -11 -1.-
"1 1 1 0 1 1 -1 1 1 1 1 1 -1 1 -1 1 1 -1 1 -1 1 1 -1 1 1 1 -1 1-1 -1 1_ %

dod
-1-1-1 1 0 1 1-1 1-1-1-1-1-1 1 -1 1 1 -1 1 -1 -1 1 -1 1 1 1 1 -1 1 -1 1

1-1-1 1 1 0 1-1 -1 -1 -1 - 1-1 1 11 - 1 -l 1-1 1 1-11 1 1 -1 1

1 1-1 1-11-1-1 1 -1 -1 1 -1

1-1-1-11-1-1 1 1 -1-1 -1 1 1 1-1- 1-1 1 -1-1-11
-1-1-1 1 1-1-1-1 1-1-11-11-1 -1-1--11-1 1-1 11 1 1

1-111 -1-11111 -11111I -1-0111I -1-1-11I-1 -1-1-1-1- 4"-".
-11Ii1-1" 1--11-I1-1-1 11-1- 1-1-1 1-1-1-I1 1-1-1-
11-1 1-1-1-1I -11111-11--11-1 I1-1-1 -- 11-1-1-1I",i2

1-1 111-1 1 1 -1 11- 11 1 1 1- -11-1 Fig. 4. Stored words, their
S1-1-1-1-1 1-11 - 1 1 -1 111111 111 1 - 1- 1 0-1 Hamming distances, and their

-1-1-1111--1-1-1-1----1 -1-11-1-11-111-111-10 clipped T memorymatri.

two submask/PD array assemblies are shown in Figs.
1-M %.--1 7(a) and (b), respectively. In Fig. 7(b) the left memory

*~ ~ 'submaskfPD array assembly is shown with the submaskE~~!aa C I i1 N-.U removed to reveal the silicon PD array situated behind
it. All electronic circuits (amplifiers, thresholding

Fig. 5. Two halves of T,, memory mask, comparators, LED drivers, etc.) in the thirty-two par--g
allel feedback channels are contained in the electronic
amplification and thresholding box shown in Fig. 6(a)

against the masks. Light emerging from each subrow and in the boxes on which the LED array.and the two
of a memory submask was collected (spatially inte- submask,'PD array assemblies are mounted (see Fig. 7).
grated) by one of the vertically oriented elements of the A pictorial view of a composing and display box is shown
multichannel PD array. In this fashion the anarnorphic in Fig. 8. This contains an arrangement of thirty-two V
optics required in the output part of Fig. 3(a) are dis- switches and a thirty-two element LED display panel
posed of, resulting in a more simple and compact sys- whose elements are connected in parallel to the input
tern. Pictorial views of the input LED array and the LED array. The function of this box is to compose and <-
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T HRFOCUSING

VETICALY FCSN
gm "OPMoTASL Fig. 8. Word composer and display box. %

, initializing vector. The final state of the system, the
output, appears after a few iterations displayed on the
input LED array and the display box simultaneously.
The above procedure provides for convenient exercising
of the system in order to study its response vs stimulus . ..,
behavior. An input vector is composed and its
Hamming distance from each of the nominal state
vectors stored in the memory is noted. The vector is
then used to initialize the CAM as described above and
the output vector representing the final state of the .1

b CAM appearing, almost immediately, on the display box
Fig. 6. Arrangement for optical implementation of the Hopfield is noted. The response time of the electronic feedback

model: (a) optoelectronic circuit diagram, (b) pictorial view. channels as determined by the 3-dB roll-off of the am-
plifiers was -60 msec. Speed of operation was not an -
issue in this study, and thus low response time was -" :_z
chosen to facilitate the experiment. .

IV. Results
The results of exercising and evaluating the perfor-

mance of the system we described in the preceding
section are tabulated in Table I. The first run of ini- I" -

41, tializing vectors used in exercising the system were error
laden versions of the first word b?] . These were ob-
tained from bt" by successively altering (switching) the
states of 1,2,3... up to N of its digits starting from the %k

a Nth digit. In doing so the Hamming distance between
the initializing vector and b" is increased linearly in
unit steps as shown in the first column of Table I
whereas, on the average, the Hamming distance be-
tween all these initializing vectors and the other two
state vectors remained approximately the same, about
N/2 = 16. The final states of the memory, i.e., the
steady-state vectors displayed at the output of the
system (the composing and display box) when the "--. -.
memory is prompted by the initializing vectors, are V.
listed in column 2 of Table I. When the Hamming
distance of the initializing vector from bk" is <11, the .
input is always recognized correctly as W,'). The CAM

b is able therefore to recognize the input vector as bv even
Fig. 7. Views of (a) input LED array and (b) memory submask/PD when up to 11 of its digits (37.5%) are wrong. This

array assemblies, performance is identical to the results obtained with a
digital simulation shown in parenthesis in column 2 for
comparison. When the Hamming distante is increased

display the binary input word or vector that appears on further to values lying between 12 and 22, the CAM is
the input LED array of the system shown in Fig. 7(a). confused and identifies erroneously other state vectors,
Once an input vector is selected it appears displayed on mostly b(,, as the input. In this range, the Hamming
the composing box and on the input LED box simulta- distance of the initializing vectors from any of the stored
neously. A single switch is then thrown to release the vectors is approximately equal making it more difficult

. system into operation with the composed vector as the for the CAM to decide. Note that the performance of
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T-A L 0sd CAN Pwkmimn. tializing vector from all stored vectors approached the A
Hamnunig mean Hamming distance between the stored vectors.
distance of Beyond this range the memory recognizes the input as
initialiing Recognized Recognized Recognized the complementary of b 31.
vector from vector vector vector In studying the results presented in Table I several ", -

1(m = ) (m - 2) (m - 3) observations can be made: The optically implemented -

0 1 (1) 2(2) 3(3) CAM is working as accurately as the digital simulations
1 1 (1) 2(2) 3(3) and perhaps better if we consider the absence of oscil-
2 1 (1) 2(2) 3(3)1lations. These are believed to be suppressed in the

3 (1) 2(2) 3(3) te
4 1 (1) 2(2) 3(3) system because of the nonsharp thresholding performed . -.e
5 1(1) 2(2) 3(3) by the smoothly varying nonlineaY transfer function of
6 1(1) 2(2) 3() electronic circuits compared with the sharp thresh- '-1 -
7 1 (1) 2(2) 3(3) olding in digital comptations. The smooth nonlinear P8 1 (1) 2 (2) 30() ... e',
9 1 (1) 2 (2) 3(3) transfer function and the finite time constant of the

10 1 (1) 1 (1) 3(3) optical system provide a relaxation mechanism that " -.

11 1 (1) 2 (2) 3(3) substitutes for the role of asynchronous switching re-
12 30) 52(g) 30) quired by the Hopfield model. Generally the system ... "
13 303) 3 0) 3(iM
14 3(3) 1, (1) 3 () was able to conduct successful nearest-neighbor search
15 1 (OSC) 1 (1) 2,3 () when the inputs to the system are versions of the nor-
16 3 (OSC) 1 (1) 2 (2) inal state vectors containing up to -- 30% error in their
17 3 (OSC) I (OSC) 2(2) digits. It is worth noting that this performance is
18 3 (3) 1 (]D 3 (OSC) achieved in a system built from off-the-shelf electronic .- '
19 3() (2) 2(2)
20 3(1) 2 (2) 2 (OSC) and optical components and with relatively little effort -
21 1.2(i) 2 (2) 3 (OSC) in optimizing and fine tuning the system for improved
22 3(1) 2 (2) a (OSC) accuracy, thereby confirming the fact that accurate
23 T (1) 2(2) 3 (OSC) global computation can be performed with relatively P
24 2(T) 2 (2) 3 ( )
25 2 () 1 (1) inaccurate individual components.
26 T~i J) I (
27 T(1) 2(2) 5(5) V. Discussion
28 1 (T) 2(2) 10) The number M of state vectors of length N that can -

29 1(T) 2() ()
30 1() () be stored at any time in the interconnection matrix T..
31 1(T) 2(2) 1(5) is limited toa fraction ofN. An estimate ofM 0.1N "
32 1(1 2(2) 313) is indicated in simulations involving a hundred neurons

or less' and a theoretical estimate of M "- N/4 InN has
recently been obtained.2 It is worthwhile to consider

the CAM and results of digital simulation in this range the number of bits that can be stored per interconnec-
of Hamming distance are comparable except for the tion or per neuron. The number of pixels required to
appearance of oscillations (designated by OSC) in the form the interconnection matrix is N 2. Since such a T,
digital simulation when the outcome oscillated between memory matrix can store up to M t N/4 InN (N-
several vectors that were not the nominal state vectors tuples), the number of bits stored is MN = N 2/4 InN.
of the CAM. Beyond a Hamming distance of 22 both The number of bits stored per memory matrix element " .'
the optical system and the digital simulation identified or interconnection is MN/N 2 = (4 InN)- 1, while the
the initializing vectors as the complement o, of bl". number of bits stored per neuron is MN/N = M.
This is expected because it can be shown using Eq. (1) The number of stored memories that can be searched

that the T,j matrix formed from a set of vectors b!_) is for a given initializing input can be increased by using ...

identical to that formed by the complementary set b, . a dynamic memory mask that is rapidly addressed with
The complementary vector can be viewed as a contrast different Tij matrices each corresponding to different. .

r reversed version o the original vector in which zeros and sets of M vectors. The advantage of programmable
r ones are interchanged. Recognition of a complemen- SLMs for realizing this goal are evident. For example, . .

tary state vector by the CAM is analogous to our rec- the Litton Lightmod (magnetooptic light modulator),
ognizing a photographic image from the negative, which has nonvolatile storage capability and can provide

Similar results of initializing the CAM with error high frame rates, could be used. A frame rate of 60 Hz 1* J
laden version of ,2' and b,'  were also obtained. These is presently specified for commercially available units
are presented in columns 2 and 3 of Table 1. Hereagain of 128 X 128 pixels which are serially addressed.7 Units
we see when the Hamming distance of the initializing with 256 X 256 pixels are also likely to be available in the ''" .. -.

vector from b_ , for example, ranged between I and 14. near future with the same frame rate capability. As-
the CAM recognized the input correctly as b,3 as shown suming a memory mask is realized with a Litton
in column 3 of the table and as such it did slightly better Lightmod of 256 X 256 pixels we have N = 256, M
than the results of digital simulation. Oscillatory be- 0. I N t 26 and a total of 26 X 60 = 1560 vectors can be %
havior is also observed here in the digital simulation searched or compared per second against an initializing
when the range of Hamming distance between the ini- input vector. Speeding up the frame rate of the Lit ton--'
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Lightmod to increase memory throughput beyond the The subject matter of this paper is based on a paper
above value by implementing parallel addressing presented at the OSA Annual Meeting, San Diego, Oct.
schemes is also possible. Calculations show that the 1984.
maximum frame rate possible for the device operating
in reflection mode with its drive lines heat sunk is 10
kHz.7 This means the memory throughput estimated
above can be increased to search 2.6 X 105 vectors/sec,
each being 256 bits long, or a total of 6.7 X 10 bits/sec.
This is certainly a respectable figure, specially when we
consider the error correcting capability and the asso-
ciative addressing mode of the Hopfield model; i.e.,
useful computation is performed in addition to memory
addressing. Rfertaes

The findings presented here show that the Hopfield 1. J. J. Hopfield, "Neural Networks and Physical Systems with
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attributes of optics, namely, parallel processing and 2. R. J. McEliece, E. C. Posner, and S. Venkatesh, California In- = s'
massive interconnection capabilities. These capabili- stitute of Technology, Electrical Engineering Department; private

communication.
ties allow optical implementation of large neural net- .G.E. Hiton and J. A. Anderson, Parallel Models of Associative
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feedback, optical bistability devices, and nonvolatile York, 1980). *,

high speed spatial light modulators could greatly sim- 5. D. Psaltis and N. Farhat, "A New Approach to Optical Informs-

plify the construction of optical CAMs and result in tion Processing Based On the Hopfield Model," in Technical
compact modules that can be readily interconnected to Digest, ICO-13 Conference, Sapporo (1984). p. 24.
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